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Artificial Intelligence In Health
And Health Care: Priorities For
Action

ABSTRACT The field of artificial intelligence (AI) has entered a new cycle
of intense opportunity, fueled by advances in deep learning, including
generative AI. Applications of recent advances affect many aspects of
everyday life, yet nowhere is it more important to use this technology
safely, effectively, and equitably than in health and health care. Here, as
part of the National Academy of Medicine’s Vital Directions for Health
and Health Care: Priorities for 2025 initiative, which is designed to
provide guidance on pressing health care issues for the incoming
presidential administration, we describe the steps needed to achieve these
goals. We focus on four strategic areas: ensuring safe, effective, and
trustworthy use of AI; promotion and development of an AI-competent
health care workforce; investing in AI research to support the science,
practice, and delivery of health and health care; and promotion of
policies and procedures to clarify AI liability and responsibilities.

E
fforts to incorporate artificial intel-
ligence (AI) technologies into
health care have been under way
for decades. Recently, rapid evolu-
tion in the development of AI tech-

nologies has provided new possibilities for
health care while also challenging health care
organizations, legislators, policy makers, and
regulators to provide guidance to support reli-
able and safe, yet innovative, systems. US policy
makers have moved quickly to issue relevant
laws, policies, and regulatory guidelines. Con-
sensus organizations have also sought to inter-
pret and identify gaps and expand recommenda-
tions for AI best practices (see online appendix
exhibit 1).1 These reports and guidelines collec-
tively emphasize the importance of transparen-
cy, trustworthiness, fairness and equity, data
interoperability and accessibility, and patient
safety. They highlight the need for inclusive col-
laboration, ongoing safety assessment, and gov-
ernance processes and infrastructure to manage

risks associated with AI implementation. These
reports stress the importance of addressing
disparities and inequities inhealth care, caution-
ing against the potential for unintended
consequences and exacerbation of disparities
as AI systems are implemented.
This article is part of the National Academy of

Medicine’s initiative, Vital Directions for Health
andHealth Care: Priorities for 2025, which criti-
cally assesses public health issues to provide
guidance for the incoming US presidential ad-
ministration.We first describe historical context
regarding the advancements and breakthroughs
in AI that have led to this critical point. Next, we
identify four key policy-related domains that are
critical to enabling the use of AI to promote the
health of all Americans.

Historical Context
Foundational research in health care AI began in
the late 1950s in two areas: symbolic representa-
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tions using logic; and statistical methods, in-
cluding inference with probabilities and with a
predecessor to today’s neural network models,
called perceptrons.2 These approaches evolved
over decades as experts explored multiple para-
digms of reasoning and representation, includ-
ingmethods that generate advice via chaining of
rules acquired from experts and probabilistic
approaches, such as Bayesian networks.
More recent machine learning methods con-

struct inference systems entirely from health
care data sets to enable the development of diag-
nostic, predictive, and generative systems. This
capacity has been enabled by sweeping expan-
sions in electronic data acquisition and compu-
tational capacities.2 However, despite excite-
ment and opportunity, AI technologies have
achieved only limited diffusion and impact in
health care practice.
Historically, the most clinically impactful AI

technologies have not been commonly recog-
nized as AI by the health care community.Widely
used scoring algorithms such as the ten-year
cardiovascular risk calculator; the Length of
Stay, Acuity, Comorbidities, and Recent Emer-
gency Department Use (LACE) index for re-
admission prediction;3 the Ottawa Ankle Rules
for fracture assessment;4 the Acute Physiology
and Chronic Health Evaluation (APACHE) score
for intensive care unit mortality;5 and the
CHA2DS2-VASc score6 for stroke risk in atrial fi-
brillation are examples of tools developed from
early discriminative AI models and adapted so
that they could be calculated manually in prac-
tice. The clinical efficacy of several of these
scores has been compared with power delivered
by machine learning models.7

A new wave of promising tools is coming to
health care with advances in deep neural net-
works. Deep neural networks provide different
types of inferential tools with new capacity for
classification, diagnosis, prediction, and gener-
ativemodels. They canproduce rich simulations;
engage in consultative dialogues; and perform
language-centric tasks that are being incorporat-
ed into administrative and clinical workflows,
including summarization, report writing, and
accurate transcription from voice input. In clini-
cal workflows, deep neural network–enabled
tools and larger systems harnessing them as
components show great promise for assisting
with digital imaging processing, diagnostic rea-
soning, and population health management.8

These tools can boost the timeliness and accura-
cy of diagnosis and therapy andminimize errors
and delays linked to adverse outcomes.

Four Key Domains For AI In Health
And Health Care
As noted, the rapid evolution of AI technologies
and their potential application in health and
health care has raised important opportunities
and challenges for legislators, policy makers,
and regulators. Here, we identify and describe
four key policy-related domains, each with mul-
tiple elements, that are critical to enabling the
use of AI to promote the health of all Americans.
The domains are ensuring the safe, effective, and
trustworthy use of AI; promoting the develop-
ment of an AI-competent workforce; promoting
research on AI in health and health care; and
clarifying responsibility and liability in the use
of AI. A summary of our calls to action across
these domains is presented in appendix exhibit 2
and discussed below.1

Ensuring The Safe, Effective, And
Trustworthy Use Of AI
The conceptualization, development, and
deployment of AI technologies requires careful
consideration to ensure their safe, effective, and
trustworthy use. Trustworthiness itself is com-
plex and encompasses concepts of fairness, eq-
uity,mitigation of bias, and sustainability. There
is growingagreement that theuse caseneeds and
measurable benefits ofAI technologiesmust first
be established with a resource feasibility assess-
ment and within the context of the societal and
cultural values of the users and recipients of the
technology.
Yet health AI has experienced challenges in

areas such as evaluation of accuracy and reliabil-
ity in settings in which tools are deployed, trans-
lation of goals into practice, problems in data
management, decision errors, insufficient work-
flow integration, and inequitable application,
among others. There are also challenges related
to providing clinicians with transparency into AI
analyses and the need to ensure that the opera-
tion of models is fair—that they perform equally
well across patient demographics and use case–
relevant subpopulations. There have been nota-
ble examples of AI performance problems, al-
though characterizations of patient safety im-
pacts have been very limited.9 For example, an
electronic health record vendor nationally dis-
seminated a sepsis prediction tool that was sub-
sequently evaluated at one hospital and was de-
termined to detect only 183 (7 percent) of 2,552
patients with sepsis not treated with antibiotics
in a timely fashion, missing 1,709 patients
(67 percent) identified by clinical teams.10 An-
other example is a study that showed significant
racial bias in theuse of a commercially developed
risk calculator to allocate population health
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resources to patients at a large academicmedical
center. The predictions made by the tool were
biased, as they based predictions on prior in-
equitable health care use rather than on chronic
condition–related illnesses.11

Demographic shifts, changes in disease inci-
dence, and other evolving contexts thus require
bias assessments for subpopulations, retraining,
and tuning to incorporate new information and
ensure equitable performance.9 Predeployment
testing conditions should mirror real-world
deployment conditions, necessitating local vali-
dation and continuousmonitoring of AI systems
using “algorithmovigilance” approaches.12,13

For AI that qualifies as a medical device, the
Food andDrug Administration (FDA) provides a
rigorous framework for oversight, including
postmarketing surveillance.14,15 In other cases,
stakeholders have proposed assurance laborato-
ries to enable the multicenter evaluation of AI
technologies for specific use cases.16 There are
several guidance principles, frameworks, and
regulations that support AI design, develop-
ment, and implementation, but there remains
a strong need to harmonize, disambiguate, and
address gaps among these guidance documents
to ensure safe, effective, and trustworthy AI (see
appendix exhibit 1).1

Costs associated with AI deployment pose ad-
ditional challenges to equitable use and sustain-
ability. Infrastructure anddata collection require
substantial capital investment. Large academic
medical centers may be more able to budget for
and justify the cost of relevant infrastructure
comparedwith small or community-basedhealth
care organizations. This is a critical issue, as
democratizing access to health AI for lower-
resourced organizations will promote health eq-
uity. Paymentmechanisms, such as new technol-
ogy add-on payments from the Centers forMedi-
care and Medicaid Services (CMS), could
provide incentives to accelerate adoption of ben-
eficial AI, but large gaps remain in supporting
the democratized AI integration into clinical
care delivery.

There are also numerous challenges to fair
governance of health care data, including com-
plexities of data ownership, access rights, and
sharing. It is critical to balance privacy rights
with the societal need for broad data access so
that AI technologies can be developed and tested
using data representative of the populations in
which the technologies will be used.
Priorities For Action Although the common

use of “AI” can suggest a single technology, the
term actually refers to a set of technologies that
can be applied in different ways and with differ-
ent goals. The heterogeneity of AI technologies
results in variable interpretations of what is con-
sidered AI, as interpreted from recommenda-
tions, guidelines, and regulations.Clear andcon-
crete definitions of health care AI technologies
and their applications are critical to ensuring
equitable use and to providing stakeholderswith
a common understanding of the range of tech-
nologies, applications, and lessons learned,
thereby ensuring that governance strategies are
appropriately and reliably formulated.
Federal agencies should develop policies to

incentivize the equitable and fair deployment
of AI technologies, including policies to reduce
the costs of infrastructure, data collection, and
education, and to democratize access to AI
deployment across a broad range of health care
organizations. As leaders in health care payment
innovation, CMS and other relevant agencies
should consider expanding reimbursement
models to encourage equitable adoption. It is
also critical to require or incentivize the inclu-
sion of patients and end users into the entire AI
development and implementation life cycle.
Standardization of the AI implementation life

cycle will promote transparency and ease of use
of AI-enabled tools within the health care com-
munity.We suggest policies and procedures that
alignwithbest practices indisciplines relevant to
the use of AI in health care: risk and change
management, implementation science, human-
computer interaction, and the learning health
system.17 Even when AI tools are validated and
determined to have minimal bias, broad adop-
tion requiresattention toorganizational integra-
tion, which poses sociotechnical barriers, in-
cluding the development of new workflows or
the substantial adaptation of existing ones.18 In
practice, a combination of translational science
methods is necessary for effective,widespreadAI
use, encompassing applied informatics, process
improvement, and implementation science,
which focus not just on AI models and their per-
formance but also on their impacts on care de-
livery. Last, reduced cost and ease of use of these
frameworks is especially important for lower-
resourced health systems.

Democratizing access
to health AI for lower-
resourced
organizations will
promote health equity.
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Careful balance in AI governance between leg-
islation and regulation (that is, “hard/fixed gov-
ernance”) and certifications and best practices
(that is, “soft/fluid governance”) will shape the
pace anddirectionofAI development.19 There is a
need for a fundamentally different approach to
health AI oversight that prioritizes dynamism
and learning over static rules. This means mov-
ing away from rigid, predefined controls and
embracing a continuous evaluation systemwith-
in US regulatory frameworks that adapts to the
evolving nature of AI. Some of these features are
being proposed in the FDA predetermined
change control framework (see appendix exhib-
it 1).1 Such a system should incorporate feedback
mechanisms that holistically capture both posi-
tive and negative impacts of real-world
consequences. Although some static controls
are necessary, such as ethical guidelines and re-
porting standards, application-specific approv-
als should be revisited as understanding of AI’s
risks and benefits matures.
For health AI that falls outside of evolving

guidance from the FDA and the Office of the
Assistant Secretary for Technology Policy (for-
merly theNational Coordinator forHealth Infor-
mation Technology), we call for policy makers
and regulatory agencies to support the establish-
mentof certificationprocesses for safe, effective,
and trustworthyAI use thatmature over timeand
provide end users with assurance of reasonable
operation of AI while reducing the burden of
end-userexpertise inAI technologies.We suggest
a standardization of governance for establishing
how to define, collect, and monitor AI-related
safety events in partnership with patient safety
organizations.
Challenges to equity and fairness can arise on

the basis of differing levels of investment in the
development, validation, and fieldingof valuable
AI technologies. A global focus is needed across
all aspects of AI design, development, and im-
plementation on promoting equitable AI and as-
sessing andmanaging bias to ensure that cultur-
ally aware health equity is realized.20

Promoting The Development Of An
AI-Competent Workforce
Health care personnel must be informed and
discerning users of AI and active participants
in establishing the value propositions and re-
quirements of these tools. In the same way that
training programs for physicians and allied
health professionals require prerequisites of
study in biology, chemistry, statistics, and anat-
omy, basic knowledge of AI and its applications
is needed for all health care personnel.
Health care education underwent a transfor-

mation in recent years because of the increasing
volume of and access to health care information.
Health care education organizations have
adaptedquickly to improve learners’digital com-
petence. Researchers and clinical groups have
proposed a variety of core competencies for
health care professionals’ use of AI.21,22 Beyond
formal training programs, clinical and business
professional societies use existing knowledge
exchange platforms and dissemination path-
ways to train their membership on these compe-
tencies and establish new and continued educa-
tion requirements and accreditation standards.
Priorities For Action Careful integration of

AI education into higher health care education
will strengthen the future US health care work-
force. Policy makers for higher education fund-
ing should consider incentives that support pro-
fessional societies, accrediting bodies, and
faculty at medical and allied health professional
schools to implement new training require-
ments and continuous adaptation of curricula to
prepare clinicians to leverage AI in patient care.
In addition, policy makers should incentivize

health care educational organizations to rou-
tinely evaluate knowledge and skills to identify
those that are becoming redundant as health
care AI advances. Principles of parsimony must
be applied to ensure that medical education pro-
grams do not not simply add training require-
ments for clinicians but focuses on conferring
the necessary knowledge for delivering safe, ef-
fective, and compassionate care in concert with
newand emergingAI technologies. For example,
as AI matures, many of the technical elements
and processes underpinning performance and
safety may eventually be placed in the hands of
certifying bodies, similar to the Clinical Labora-
tory Improvement Amendments, which ensured
laboratory test performance as that domain ma-
tured. However, understanding of AI limita-
tions, applications, and extensions in practice
will continue to be important and should be in-
corporated into curricula.
In contemplating thesenewclinical education-

al requirements, however, it is essential to rec-
ognize that the US is already facing an epidemic
of clinician burnout,23 and new requirements
cannot be continuously added without consider-
ing what skills are most essential for health care
delivery. Although expertise in both clinical care
and computer science are essential for the AI era
of health care, it is unreasonable to expect every
clinician to earn the equivalent of a joint degree.
We also suggest that AI education be further

expanded in health-adjacent workforces, which
increasingly depend on information manage-
ment and digital innovation to achieve effective
care delivery. Such workforces include clinical
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researchers, payers, regulators, policy makers,
care partners, community health workers, and
behavioral coaches, among others. Investments
to prepare these workers to embrace AI should
include efforts to promote diversity, equity, and
inclusion—for example, by reaching into new
talent pools to recruit people who reflect the
overall patient population.
In addition, universities could partner with

graduate health care education institutions to
provide health care–focused curricula to learn-
ers in ethics and equity, computer science, data
science, decision analysis, and related fields. To
fully capture the promise of AI in transforming
health care, the US should be inclusive and pro-
mote technical experts as partners in themodern
health careworkforce.24 Computer scientists, en-
gineers, data scientists, security experts, and
business administrators should be considered
essential members of the health care workforce.
It is important to train these learners on the
clinical, regulatory compliance, and ethical prin-
ciples of care delivery and information science.
This should include new curricula or specialist
tracks, as well as professional societies for spe-
cific disciplines supporting continuing educa-
tion and upskilling.
It is imperative that all stakeholders engage in

health AI to articulate and define a shared vision
of what a successfully diverse and inclusive AI-
competent health care workforce looks like.
Only then will it be possible to implement pro-
grams to create this workforce—likely a combi-
nation of interdisciplinary generalists and high-
ly skilled clinical, technical, and business
experts, with the cultural diversity necessary to
support the equitable use of AI-enabled tools.

Promoting Research On AI In Health
And Health Care
AI has emerged as a powerful tool for revolution-
izing biomedical research, care delivery, and
population health. Its ability to process and or-
ganize vast amounts of multiscale and multi-
modal data, recognize patterns therein, and
make informed decisions can accelerate and im-
prove human decision making and understand-
ing across a broad range of problem domains.25

It is difficult to assess the overall US research
investment in health-related AI and machine
learning because many research projects use
these technologies in supporting ways that are
not directly captured as focused on AI. The most
notable research funding agencies investing in
this domain are the National Science Founda-
tion, National Institutes of Health (NIH), Ad-
vanced Research Projects Agency for Health, De-
fense Advanced Research Projects Agency, and

Department of Veterans Affairs, although other
agencies such as the Department of Energy’s
National Laboratories and others have smaller
portfolios. Some of the recent high-profile
health-related research AI programs have been
developed by the NIH and include the Artificial
Intelligence/Machine Learning Consortium to
AdvanceHealth Equity and Researcher Diversity
program26 and the Bridge to Artificial Intelli-
gence program.27

Priorities For Action We call for focused
research investments in the science of medicine,
the practice of medicine, and the delivery of care
to facilitate the safe, effective, and trustworthy
use of AI across the health care sector.We sum-
marize the likely federal administration actors
relevant to policy decision making for these
topics in appendix exhibit 2.1 Consideration
should be given to the crosscutting areas listed
below.
Research investments in the science of medi-

cine advance the scientific understanding of dis-
ease. There are open research questions on how
AI can enable the characterization of disease
mechanisms, particularly in understudied areas
such as mental health, autoimmune conditions,
and rare diseases. Another area of growing inter-
est is AI’s potential to accelerate drug discovery
by analyzing molecular interactions, predicting
drug efficacy, and identifying potential targets.
Research investments in the practice of medi-

cine need to expand diagnosis and screening
capacity, such as by exploring opportunities for
AI to enable semiautomated or automated anal-
ysis of multimodal biomedical data for early dis-
ease detection. Novel approaches may enhance
accuracy in diagnosing complex diseases such as
cancer, cardiovascular conditions, or neurologi-
cal disorders and may improve downstream out-
comes. There are also unanswered questions
with regard tohowAImodels shouldbest beused
to predict disease onset, progression, patient
outcomes, or treatment responses. For example,
how should AI be used in the early detection of
disease if there is limited or no capacity to clini-
cally intervene?
Research investments in the delivery of care

can expand the role of AI technologies in preci-
sion medicine. Research questions remain re-
garding how, when, and where to leverage AI
to tailor treatment based on individual patients’
characteristics, genetics, and lifestyle or envi-
ronmental exposures. This has broad implica-
tions for the concept of “standard of care” and
how its definition or quality assessment may
need to change to allow for personalized care.28

Another important area of research is AI inte-
gration intoworkflow,which requires collabora-
tion between developers and end users.29 It will
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be important to address resistance to change,
minimize workflow disruptions, and develop
guidelines to evaluate the interplay of AI and
workflows to ensure acceptability and adop-
tion.30 Last, there is a need for increased invest-
ments in research regarding health care opera-
tions, including how to employ AI to optimize
workflows, resource allocation, scheduling, sup-
ply chain, and revenue-cycle operations, among
others.
Balancing AI-driven decisions with human

cognitive strengths and judgment also raises eth-
ical questions. We support strong investments
in the conduct of fairness, ethics, and the in-
corporation of cultural values into AI research,
in both direct evaluation of how to achieve these
goals within research and how to apply findings.
Although notions of safety, effectiveness, and
trustworthiness are essential in selecting tasks
and contexts where AI will be used, the cultural
values of the people making the choices get “em-
bedded” in the data sets and models that are
developed. Studying those effects and their
downstream ramifications for a variety of stake-
holders is critical.31

We advocate for focused research on data qual-
ity and privacy. AI relies on high-quality data.
Ensuring accurate, diverse, and representative
data sets is crucial, and privacy protection re-
mains essential as well, as noted above.
It is also important to invest research in AI

explainability (where appropriate). AI models
often operate as “black boxes” that are difficult
for human end users to interpret, and it is im-
portant to establish when, where, and how ex-
plainability is needed. However, there are set-
tings in which the reliability of AI may be high
enough and the need for explainability low
enough (such as in administrative processes
with appropriate performance validation, bias
assessment, and ongoing surveillance) that it
might not be required. Trustworthiness in the
context of use underlies all principled applica-
tions of AI.

Clarifying Responsibility And
Liability In The Use Of AI
Liability for injury arising from the use of AI in
medical settings is a subject of concern for physi-
cians31 and academics,32 but it has received rela-
tively little policy focus. In the United States,
neither courts nor the federal government have
tackled these issues directly.33 The Bipartisan
Senate AI Working Group’s 2024 AI policy road-
map merely encourages relevant committees to
consider the issue of liability,34 and the 2023 AI
ExecutiveOrderdoesnotmention liability at all35

(appendix exhibit 1).1

The liability landscape is currentlymuddled. It
is sometimes said that AI introduces a “respon-
sibility gap,” in that those who are injured (for
example, because of an adverse event fromanAI-
recommended treatment) or whose interests are
otherwise set back (for example, when algorith-
mic racial bias leads to aminority groupmember
being deprioritized) do not have a single person
or entity to hold responsible. Much of medical
responsibility traditionally lands on physicians,
but this seemsproblematicwhenphysicians can-
not adequately evaluate the AI they are using and
might not even be aware of how it was trained.
Legal liability has a similar problem. Existing

systems parcel out liability among developers,
hospitals, and clinicians in a deeply uncertain
way.36 An injured patient might try to sue any
of those three entities, but the current informa-
tion environment often provides insufficient ev-
idence to know where an error originated and
who can ultimately be held liable or responsible.
Developers, hospitals, and clinicians can shift
responsibility. This uncertainty may hinder the
appropriate exercise of responsibility by key
stakeholders in selecting specific AI tools to
use, as well as the ability to fully realize the
strengths of these tools.37 The uncertainty may
also deter some, especially in lower-resourced
organizations, from adopting AI systems at all,
forgoing potentially substantial benefits to pa-
tients. Courts will eventually tackle these issues,
although that process takes time. In addition,
legislatures may weigh in, although one-size-
fits-all solutions may inadequately consider AI
tool variation and care context.38

Priorities For Action Policy makers should
support and coordinate efforts by professional

AI is poised to
transform how
patients, caregivers,
and health care
professionals
experience the
management of their
health, health care,
and care goals.
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societies to streamline the responsible adoption
of medical AI by clarifying the responsibility
and liability landscape for health care profes-
sionals. We propose three actions to be taken
by organizations such as the National Acade-
mies, the Federation of State Medical Boards,
the American Medical Informatics Association,
and others: provide analyses of the most com-
mon legal questions to elucidate what clinicians
andhospitalsneed toknowandwhatuncertainty
remains for different uses of AI, understanding
that these technologies are diverse with varying
liability risks; promulgatemodel licensing terms
for medical AI that can create clearer liability
rules through contract; and set model terms
for indemnificationor insuranceagainst injuries
involving AI. These next steps can ease the re-
sponsible adoption of AI to improve patient care.

Conclusion
AI is poised to transform how patients, care-
givers, and health care professionals experience
themanagement of their health, health care, and
care goals. Substantial challenges remain in re-
alizing this promise.We believe that policies in
four key areas can facilitate and accelerate AI in
health and health care, including promoting the
safe, effective, and trustworthy use of AI; pro-
moting the development of an AI-competent
health care workforce; focusing investments in
key researchportfolios; and clarifyingAI liability
and responsibilities. Through these efforts, sub-
stantial societal health improvements may be
achieved. ▪
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