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Large-scale data collection efforts to map the brain are underway at multi-
ple spatial and temporal scales, but all face fundamental problems posed
by high-dimensional data and intersubject variability. Even seemingly
simple problems, such as identifying a neuron/brain region across ani-
mals/subjects, become exponentially more difficult in high dimensions,
such as recognizing dozens of neurons/brain regions simultaneously.
We present a framework and tools for functional neurocartography—the
large-scale mapping of neural activity during behavioral states. Using a
voltage-sensitive dye (VSD), we imaged the multifunctional responses of
hundreds of leech neurons during several behaviors to identify and func-
tionally map homologous neurons. We extracted simple features from
each of these behaviors and combined them with anatomical features to
create a rich medium-dimensional feature space. This enabled us to use
machine learning techniques and visualizations to characterize and ac-
count for intersubject variability, piece together a canonical atlas of neural
activity, and identify two behavioral networks. We identified 39 neurons
(18 pairs, 3 unpaired) as part of a canonical swim network and 17 neurons
(8 pairs, 1 unpaired) involved in a partially overlapping preparatory net-
work. All neurons in the preparatory network rapidly depolarized at the
onsets of each behavior, suggesting that it is part of a dedicated rapid-
response network. This network is likely mediated by the S cell, and we
referenced VSD recordings to an activity atlas to identify multiple cells of
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interest simultaneously in real time for further experiments. We targeted
and electrophysiologically verified several neurons in the swim network
and further showed that the S cell is presynaptic to multiple neurons in
the preparatory network. This study illustrates the basic framework to
map neural activity in high dimensions with large-scale recordings and
how to extract the rich information necessary to perform analyses in light
of intersubject variability.

1 Introduction

Explaining behavior in terms of the activity of neurons within neuronal
circuits is a major goal of systems neuroscience (Alivisatos et al., 2012;
Bargmann & Newsome, 2014), but the complexity of the nervous system
has limited progress in this endeavor. To tackle this complexity, efforts in
large-scale neurocartography (Kasthuri & Lichtman, 2010) have produced
detailed maps of neural anatomy and connectivity and have led to numer-
ous insights in neural function (Chalfie et al., 1985; Macosko et al., 2009).
However, even the complete wiring diagram of a nervous system (White,
Southgate, Thomson, & Brenner, 1986) has not produced a complete un-
derstanding of the neural control of behavior (Bargmann & Marder, 2013;
Morgan & Lichtman, 2013), because both structure and function are needed
(Briggman, Helmstaedter, & Denk, 2011). Further effort has been invested in
performing large-scale recordings of neural activity, but developing prin-
cipled methods for interpreting these high-dimensional data sets has re-
mained an aspirational goal.

The neurons in the leech nervous system are individually identifiable by
their homologous anatomy, electrophysiological properties, and relation-
ships to behaviors from ganglion to ganglion and from animal to animal
(Muller, Nicholls, & Stent, 1981). However, the majority of the approx-
imately 400 neurons within a single ganglion (Macagno, 1980) remain
unidentified, primarily because of intersubject variability (Weeks, 1982;
Friesen, 1989a). Many neurons can be identified by eye, through anatomical
features alone, but anatomical cues are not enough information to identify
the majority of neurons. Information about function is important to identify
certain other individual cells, but how does one identify several hundred
cells simultaneously? In this study, we used the leech nervous system to de-
velop strategies for identifying and mapping neurons and their functional
contributions to behavior based on large-scale recordings of neural activity.

Advances in voltage-sensitive dyes (VSD; Miller et al., 2012) have en-
abled an unprecedented resolution of imaging leech neural activity—both
action potentials and the underlying synaptic potentials—as the neural cir-
cuits produce a variety of behavioral motor patterns. The first steps are to
use these large-scale recordings to characterize and identify neurons based
on their activity patterns and anatomy. This task, however, is not trivial
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because of intersubject variability, a major reason that anatomical landmark-
based registration schemes fall short of perfect alignment in fMRI (Ng,
Abugharbieh, & McKeown, 2009).

Identification becomes even more challenging when dealing with high-
dimensional recordings, where many neurons must be identified simul-
taneously and computer automation is required. Computer automation
is necessary to sift through the vast data sets that large-scale recordings
produce, and rapid analysis of these data sets provides needed context to
guide experiments. Further, it is unclear what information needs to be ex-
tracted from the system in order to identify one neuron among hundreds,
and statistical feature selection techniques have been developed mainly for
low-dimensional classifications (Gareth, Witten, Hastie, & Tibshirani, 2013).
This task presents a formidable machine learning challenge in all forms of
large-scale spatiotemporal data acquisition, but one that must be overcome
if large-scale multicellular recording efforts are to succeed (Bargmann et al.,
2014).

We used VSD imaging to record simultaneously from many leech neu-
rons during multiple fictive behaviors, and we developed a machine learn-
ing framework for identifying neurons across animals based on their VSD
activity patterns. Instead of relying solely on anatomical cues, which do not
provide enough information to uniquely identify each neuron, we used
both functional and anatomical cues to parse the data set into a “rich
medium-dimensional feature space.” We then employed interactive ma-
chine learning techniques to piece together a canonical atlas of leech neural
activity and handle intersubject variability. Current machine learning tech-
niques still fall short of the capabilities of human pattern recognition, so we
turned to semisupervised techniques, which merged algorithms, machine
learning, visualization, and human feedback at each stage of the analytical
pipeline. We implemented the overall methodological framework within an
interactive tool, the “imaging computational microscope” (ICM; Horvitz &
Kristan, 2009; Frady & Kristan, 2015), and verified that newly identified
neurons could be found across animals and targeted for electrophysiologi-
cal recording and stimulation.

We used these techniques to identify canonical swim and preparatory
networks in the leech by stitching together data collected across eight differ-
ent animals. We characterized the activity of dozens of previously uniden-
tified neurons during each of these behavioral responses, and we showed
that the preparatory network is activated by stimuli that produced sev-
eral different behavioral outputs, at short latencies, before any behavioral
activity pattern is recognizable (Friesen & Kristan, 2007). This analysis pre-
dicted a connectivity pattern among the preparatory neurons. We tested
some of these predictions electrophysiologically, using the computational
microscope to identify and target preparatory neurons, and found the pre-
dicted connectivity patterns to be accurate. These analysis techniques can
provide information in real time to guide experiments and target neurons
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and networks. We propose that this or similar algorithmic frameworks will
be necessary for functional neurocartography of more complex systems—
of individually identifiable neurons, neuron types, fMRI (Varoquaux et al.,
2010) and mesoscale brain regions (Oh et al., 2014).

2 Methods and Results

2.1 Building a Rich Feature Space. Each leech ganglion, to a first ap-
proximation, consists of the same homologous set of neurons across animals
(Muller et al., 1981; Kristan, Calabrese, & Frieson, 2005), but anatomical vari-
ability across ganglia makes identifying most neurons nontrivial. Some of
the neurons in the leech ganglion can be recognized by eye based solely on
anatomical cues, but the algorithm describing this visual task is unclear and
has not been specified. A formalization based on machine learning suggests
that human experts identify high-level features from low-level anatomical
information. These features are jointly taken into consideration to identify
individual neurons. This process can be described as experts crafting a
high-dimensional unique (“one-hot”) feature space that is derived from the
low-level features of the image, or the anatomical features of each neuron:

FNeuron = v(FAnatomy),

where FNeuron is a binary high-dimensional feature space in which each di-
mension corresponds to a neuron category, and v is a function implemented
by the visual system of experts that translates FAnatomy, the low-level anatom-
ical features of the neurons, into the high-level neuron identity space. For
instance, when experts recognize the Retzius neuron from low-level
anatomical features (i.e., its position and size in the ganglion), then FNeuron at
the index corresponding to the Retzius neuron is 1 (F(Retzius)Neuron = 1) and
0 everywhere else (more generally, FNeuron can represent the probability that
the low-level features indicate the identity of the neuron for each neuron,
and the vector FNeuron would always sum to 1). The function v implements
this transform, but it is not necessarily known. Whatever way experts rec-
ognize the neuron, we can say that the neuron is identified if the value of
FNeuron is 1 at that neuron’s index (or the probability that it is that neuron).

Most neurons in the leech cannot be distinguished solely on visual cues.
For instance the N and T cells are in similar locations and have similar sizes.
Although this distinguishes them from other neurons in the ganglion, they
are not fully visually distinguishable from each other. In order to fully
identify the N or the T cell, an action-potential recording is sufficient, as
these cells have distinct action-potential shapes (Muller et al., 1981):

F({N, T})Neuron = v(FE phys).
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To identify more neurons, we would need a feature that uniquely iden-
tifies each neuron. This is the analogous strategy of mapping the unique
function of different regions in the human brain: each region corresponds
to a particular behavior, and the regions can be mapped by identifying
each region’s unique behavioral faculty (Gall, 1833). But for many neu-
rons, a uniquely identifying feature is unknown. Even the action-potential
shapes of many neurons are too similar to distinguish them from one an-
other (Muller et al. 1981). Further, scalability poses fundamental problems
when using unique features to identify hundreds of neurons. To recognize
the hundreds of neurons in the leech, hundreds of unique features would
be required. The “curse of dimensionality” (Bellman, 1957) exacerbates the
problem as each feature must distinguish each neuron among hundreds of
distractors, and disambiguating features must be found for every neuron.
This makes it a combinatorial impossibility to scale one-hot feature vectors
to uniquely identify hundreds of neurons.

An alternative strategy is to build a rich medium-dimensional feature
space, where neurons are described based on different combinations of a
small number of features rather than each having a unique dimension. For
instance, to identify 200 neurons, one would need 200 unique identifying
features, whereas only 8 rich binary features would be enough (28 = 256 >

200). This allows for a much smaller dimensionality of the feature space
while still retaining the ability to discriminate a large number of neurons.
In order for this to be possible, the medium-dimensional feature space must
have certain properties that make it rich. The two main properties required
for such richness are the number of categories the feature space can transmit
(i.e., the number of neurons that can be identified) and its dimensionality.
The amount of information in the unique feature space and the rich feature
space is the same, because they transmit the same number of categories.
However, the unique space has a dimensionality equivalent to the number
of categories, whereas the rich space has a much lower dimensionality. We
can make a simple definition of representational richness:

richness = categories
dimensionality

. (2.1)

Three factors affect the number of categories that can be contained in
a feature space: the variability, independence, and sparsity of the features
(Shannon, 1948; Barlow, 1961; Olshausen & Field, 1996; Penev, 2001). In
the continuous case (instead of having only binary features), noise will
limit the categorical precision of each feature dimension. Thus, features
that have low variability across animals can contain more categories and
transmit more information. The feature dimensions for each neuron need to
be independent in order to convey information that distinguishes the neu-
rons. Features that are redundant will increase the dimensionality without
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increasing the number of categories. And finally, ideal features should be
dense; they should convey information about many neurons.

To meet the fundamental needs of the rich feature space and take ad-
vantage of its dimensionality, we used large-scale voltage-sensitive dye
recordings during multiple behaviors. Theories of population coding sug-
gest that neurons represent information in their joint activities (Pouget &
Sejnowski, 1997; Pouget, Dayan, & Zemel, 2000) and that they use mul-
tidimensional receptive fields to represent multidimensional information
(Mante et al. 2013; Frady & Kristan, 2014). This means that neurons are
often multifunctional, and such multifunctional responses are seen in the
leech (Briggman & Kristan, 2006). As predicted from population coding
theory, the receptive fields of many leech neurons are well spread across
input space but slightly overlapping, and this type of receptive field tuning
has been previously observed in the leech (Lewis & Kristan, 1998) as well
as other organisms (Movshon, Thompson, & Tolhurst, 1978). This overlap
property of receptive fields becomes problematic when trying to identify
neurons with only one or two dimensions, because the overlap adds to
the difficulty of distinguishing neurons. However, in higher-dimensional
space, the receptive fields become increasingly spread out, and neurons
become more distinct from one another. But, this is true only if each of the
higher dimensions has independent information about the identity of the
neuron. Luckily, neural coding theory suggests that the neural activity is as
independent as possible for different behaviors (Olshausen & Field, 1996).
Thus, features describing independent behaviors have high potential for
use in crafting a rich feature space.

The isolated leech nervous system can elicit different fictive behaviors
depending on where it is stimulated (Briggman & Kristan, 2006). We used
VSD imaging (Miller et al., 2012) to optically record from hundreds of
neurons in a single midbody ganglion (ganglion 10) during three behav-
iors: shortening, swimming, and local bending (see Figure 1A). In an intact
leech, swimming and shortening are elicited by stimulating the animal near
the posterior and anterior, respectively (Palmer, Barnett, Copado, Gardezy,
& Kristan, 2014). Fictive shortening was activated by stimulating a nerve
(DP) from either ganglion 3 or 7, and swimming was activated by stimulat-
ing 11, 14, 17, or the tail brain. Local bending was activated by intracellular
stimulation of a single sensory P cell (see Figure 1B; Kristan, 1982). Of the
nearly 400 neurons in a leech ganglion, only about one-third have been pre-
viously identified (see Figure 1B, colored cells; Muller et al., 1981). About
80% of neurons on the ventral surface can be imaged with VSDs, but due
to the variability of the ganglion across animals, as well as variability in
dissections and VSD application, a random subset of the neurons was im-
aged in each experiment. We recorded from eight different animals (A–H)
to sample the neurons in the ganglion multiple times. We imaged every
ganglion during each behavior one to four times at 50 Hz for 10 seconds,
which allowed us to monitor synaptic potentials, action potentials, and
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Figure 1: Voltage-sensitive dye imaging during multiple behaviors. (A) The iso-
lated nerve cord of the leech was dissected, and ganglion 10 was prepared for
VSD imaging. Anterior or posterior nerves were stimulated with an extracellular
suction electrode to elicit shortening or swimming, respectively. (B) Schematic
of leech ganglion. Neurons that have been previously identified are shown in
color. Local bending is activated by targeted stimulation of a P cell. (C) Voltage-
sensitive dye imaging of neurons. A simultaneous intracellular (black) and
optical (green) recording is shown (top), which illustrates clear signals of os-
cillations less than 5 mV. Three other example traces show optically recorded
action potentials.
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variations in the membrane potential in individual neurons in single trials
(see Figure 1C). We refer to an individual recording as a “trial” and the set
of recordings from a single animal as an “experiment” or “animal.”

Typically imaging data is decomposed into neuronal responses using
manually defined regions of interest (ROIs). New computational techniques
using matrix factorizations (PCA-ICA; Mukamel, Nimmerjahn, & Schnitzer,
2009; Hill, Moore-Kochlacs, Vasireddi, Sejnowski, & Frost, 2010) can auto-
matically extract cellular signals directly from imaging data. This technique
is superior to ROIs, because it can remove the background and signals that
overlap onto the same pixel. To aid in the use of these algorithms and han-
dle their shortcomings, we used the ICM to automatically extract signals
from imaging data. The ICM enables investigators to quickly visualize the
results of the PCA-ICA extraction (see Figure 2A, B), alter the parameters
of the extraction, segment correlated signals (see Figure 2C), automatically
generate ROIs (see Figure 2D), cluster decomposed individual sources (see
Figure 2E), remove artifact components (e.g., see Figure 2B, bottom two
panels), and create activity maps for visualization (see Figure 3).

Both PCA and ICA are linear component decompositions, and when ap-
plied to imaging data, they produce several components, each of which has
a “source” and a “map” (see Figures 2A and 2B). Sources are the time series
of the extracted components, and maps show their spatial distributions. The
ICA algorithm extracts both artifacts and neuronal signals as components;
the artifacts can be sorted quickly by visual inspection of the sources and
maps with ICM. Components that are chosen as signals are called neurons;
all others are considered artifacts (two examples of neurons are shown at
the top of Figure 2B and two artifacts are shown at the bottom). We an-
alyzed multiple trials of different behaviors by performing “concatenated
trial ICA” (ctICA; Frady and Kristan, 2015). In this procedure, we used an
image registration algorithm (Evangelidis & Psarakis, 2008) to align mul-
tiple trials as if they were obtained from a single imaging acquisition (i.e.,
they formed a single time series). Because in ctICA the trials are concate-
nated into a single acquisition, the map of each component is the same for
every concatenated trial, and the source is a single time series that extends
through all trials. The sources are broken up for each trial to give individual
traces, each of which is the activity of a component during a single trial (in
Figures 2A and 2B, two example traces are shown for each component from
different trials).

We designed computational algorithms based on coherence and factor
analysis to extract rich functional features characterizing the main aspects
of the shortening, local bending, and swimming behaviors. The shorten-
ing response was elicited by stimulating anterior DP nerves (in ganglion 3
or 7) through suction electrodes at 20 Hz for 250 milliseconds with short
(1 mS duration) current pulses (Briggman, Abarbanel, & Kristan, 2005).
We monitored motor neuron spikes by recording extracellularly from other
DP nerves (see Figure 3A, top trace). During shortening, different neurons
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showed a variety of responses (see Figure 3A, colored traces) that were
well characterized by two factors (see Figure 3B) derived from the neural
responses during all shortening trials across animals. The factors were de-
rived by performing PCA on the shortening responses across all trials of
shortening (including trials of shortening from other animals not present in
this study) and then combining the first four eigenvectors (which explained
74% of the variance) into two factors. Factor 1 corresponds to prolonged
depolarizing (positive factor 1) or hyperpolarizing (negative factor 1)
responses that last as long as the motor neuronal burst that constitutes
fictive shortening. Factor 2 depicts a rapid-onset response that is usually
positive, indicating that many neurons rapidly depolarize after each stim-
ulus. Factor coefficients (see Figure 3C; Sh) were computed by fitting each
trace with the factors and a fourth-degree polynomial using a linear regres-
sion. The polynomial fit was added so some variability in the bleaching and
response duration could be ignored while still getting a good fit from the
factors. The components are colored based on their two factor coefficients:
positive factor 1 increases the green channel, negative factor 1 increases
the blue channel, and factor 2 is shown in the red channel. These two
coefficients provide a low-dimensional representation of the shortening re-
sponse. An activity map was generated by coloring each neuronal somata
on its ganglionic image using the colors derived from the factor analysis (see
Figure 3D). This visualization shows the activity of about 100 neurons and
is useful for rapid high-level analysis and visual inspection of large-scale
neural activity. All the maps in all figures are labeled by experiment (A–H)
and—for shortening and swimming—by stimulus location (ganglion 1–21)
on the top right and bottom right, respectively.

To elicit local bending, we activated one of the four mechanosensory P
cells in a ganglion with bursts of five to six action potentials in 300 ms,
repeated every 2 seconds (Kristan, 1982). This stimulus produced repeated
local bend responses, monitored in the DP nerve recordings (see Figure
3E, top trace). The traces from the same neurons shown for shortening
(see Figure 3A) indicated that neurons with similar responses in shortening
did not necessarily produce similar responses during local bending, illus-
trating the multifunctional nature of the neural activity. To characterize this
behavior compactly, we calculated the coherence of each VSD trace with the
intracellular stimulus burst (see Figure 3F; LB). Coherence analysis (Mitra
& Bokil, 2007; Bokil, Andrews, Kulkarni, Mehta, & Mitra, 2010) calculates
a correlation magnitude and phase in Fourier space for each component,
which we plotted in polar coordinates at the stimulus frequency. In these
plots, neurons that are functionally excited by the burst of P cell spikes are
indicated by values that are nearly in phase (around 0o) with the stimulus
(red; see Figure 3F) and inhibition is indicated by coordinates that are more
nearly out of phase (around 180o) with the stimulus (cyan; see Figure 3F).
We then used these colors to visualize the neurons as an activity map (see
Figure 3G; the P cell circled in white was stimulated to elicit the behavior).
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We initiated the swimming motor program by stimulating posterior DP
nerves (in ganglia 11, 14, 17, or from the tail brain), using the same stimulus
parameters as for shortening. Recurring bursts of extracellular spikes at 1–
2 Hz by a motor neuron (DE-3) in a DP nerve (see Figure 3H, top) identify
the response as swimming (Kristan & Calabrese, 1976). Optical traces from
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the same neurons as used for local bending and shortening show that the
membrane potentials of many neurons oscillated at different phases relative
to the spikes in the DP nerve during each cycle of swimming. Coherence
analysis correlating the VSD traces with the DE-3 spike bursts (see Figure 3I;
Sw) both identified swim related oscillations in neurons and characterized
their relative phases. Based on these coordinates, the components were
given different colors representing their phases, which were used to color
the somata in an activity map (see Figure 3J).

Finally, we derived anatomical features in an automated fashion by seg-
menting the ICA maps and fitting oval regions of interest (see Figure 2D).
We used this to define four dimensions of anatomic features: two dimen-
sions for the neuron’s position (Pos) and two dimensions describing the
major and minor axis dimensions of the oval (Sz). The features derived
from the traces are used to form a rich medium-dimensional feature space
by concatenating all of the features for all neurons across all animals into a
large matrix:

F(n)Rich = [POS(n)XY, Sz(n)XY, Sh(n)XYLB(n)XYSw(n)XY].

Each row of this matrix represents the 10 features describing the mul-
tifunctional activity and anatomical properties for an individual neuron
(the phase and magnitude values determined by coherence analysis of

Figure 2: Semisupervised signal extraction with concatenated-trial ICA (ctICA).
(A) PCA was performed on concatenated trials. Four example principal com-
ponents (PC) are shown. Each PC has a map (left) and multiple traces (right).
Two example traces of each PC are shown from different trials. (B) ICA was per-
formed on the top 120 to 150 principal components. The independent compo-
nent (IC) maps (left) and traces (right) are shown for four examples. The top two
components are neurons. The bottom two components are examples of neuropil
response and motion artifact, and these components were discarded. (C) The
independent component maps (left) were then segmented using a threshold
(middle). An example is shown where two neurons are identified within the
same independent component, but were separated through spatial segmen-
tation. These example neurons are strongly electrically coupled to each other
(Muller et al., 1981), and ICA does not separate them because they have simi-
lar activity (right). (D) Regions of interest were automatically generated from
the segmentation of the component maps. The traces described in the analysis
were direct outputs from ICA, which removes the background and overlapping
signals. The ROIs were used only to compute the anatomical features, and they
were not used to compute the traces. (E) Three components that are from a single
neuron are shown. The algorithm occasionally splits single sources (especially
larger neurons), and components with similar locations and correlated traces
can be clustered using the GUI.
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local-bend and swim behaviors were converted into x, y values). The fea-
tures were whitened to have a normalized variance.

2.2 Assessing Intrasubject Variability and Feature Selection. For func-
tional features to be useful in identifying homologous neurons across ani-
mals, they must have low variability and high independence. We recorded
each of the behaviors at least twice in seven of the eight animals and as-
sessed the richness of each feature based on the trial-by-trial variability of
the behaviors within animals, in pursuit of independent information about
neuron identity.

The ultimate goal is to use the features to identify neurons across animals,
and we can assess (the upper bound of) this ability based on the trial-by-
trial variability of the neural features within animals. If the variability is
too high within animals, there is no hope that the feature will be useful
across animals. We assessed the ability of the functional features to discrim-
inate the neurons by analyzing the functional variability of the neurons
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across different trials of the same behavior. We built a feature space based
on different conjunctions of functional and anatomical features (i.e., some
feature subset of FRich) from one trial and compared the distance of each
neuron to itself with the distance to the next closest neuron in a different
trial. The discriminability (df) is defined as the negative log of the ratio of
these distances and is dependent on the feature space used to describe each
neuron (f):

d f
i = − log

⎛
⎝ ∑

f 1, f 2∈ f

‖n f 1
i − n f 2

i ‖2

min j �=1 ‖n f 1
i − n f 2

j ‖2

⎞
⎠ , (2.2)

where f 1 and f 2 are feature spaces built from different trials of the same
behavior. A discriminability greater than 0 means that the neuron was
closer to itself than to its next closest neighbor, a promising sign that the

Figure 3: Low-dimensional feature extraction from multiple behaviors.
(A) Shortening was activated by stimulating an anterior DP nerve (gray bar).
Other DP nerves show motor neuron spikes and were used to read behavioral
output (top). Several example VSD traces from identified neurons are shown
in color. (B) Neuron traces were decomposed into two factors: a slow factor
that follows the motor behavior (factor 1, green) and a fast factor (factor 2, red).
(C) The factors were fit to each trace, and the coefficients of the factor fits were
plotted. The components were given colors based on these coefficients. The co-
efficients of the examples from A are shown as large circles with white labels.
(D) Activity map of shortening. Each component’s map was colored based on
the shortening factor coefficients and overlaid onto an image of the ganglion.
The example neurons are circled. The top right letter (G) indicates that these
data are from animal G, and the bottom left number (3) indicates which ganglion
was stimulated. (E) A burst of six action potentials was evoked every 2 seconds
to sensory P cells (gray bars) to repetitively elicit the local bend response. The
motor neuron spikes of the behavior are seen in the DP nerve (top). The VSD
traces of the same example cells are shown in color. (F) The coherence of the
traces was calculated against the stimulus at 0.5 Hz (the stimulus frequency),
and the coherence phase and magnitude for each trace were plotted on po-
lar axes. The components are colored based on their phase and magnitude.
(G) Activity map of local bending. Colors are based on the phase and magni-
tude of the coherence analysis. The same example cells are circled. A white circle
indicates the stimulated P cell. (H) Swimming was activated by stimulating a
posterior DP nerve (gray bar). The swim motor pattern was monitored through
DP nerve recordings (top). The VSD traces of the same example components are
plotted. (I) The coherence values of the traces were calculated against the DE-3
motor neuron spike output at the swim frequency (large spikes in DP nerve
recordings). The phase and magnitude were plotted as a polar plot. (J) Activity
map of swimming. Same example cells are circled.
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feature will be useful for identifying the neuron. Equation 2.2 is an approx-
imate measure related to the sensitivity index (e.g., log(d′)), but for high
dimensions.

The anatomical features in a single ganglion are exactly the same across
different trials, of course, but we know that there is variability across ani-
mals. To determine the influence of this on interanimal variability, we added
gaussian white noise to the position and size dimensions when calculating
the discriminability. The variance of the noise was half the variance of
the position and size features across all neurons, which was based on our
estimate of the variance across animals, but these results were largely un-
affected by the choice in noise variance as long as it was above a minimum
threshold (if one considers position or size alone without any noise across
trials, then every neuron is discriminable because there is no variability in
the feature space, but this does not reflect the variability across animals,
which we are trying to approximate).

We then assessed the richness of each feature by building up the feature
space with different subsets of features and plotting a histogram of the dis-
criminability metric for every neuron from every animal. As the histogram
shifts rightward, more neurons become discriminable. Position (with noise)
alone was not very useful in identifying neurons across trials and is reflected
by low discriminability (see Figure 4A, left panel). By using a conjunction
of anatomic and individual behavioral features, many more neurons can
be discriminated (see Figure 4A, middle three panels). In fact, each of the
behavioral features (from shortening, local bending, and swimming) added
about the same percentage of discriminability. Combining the anatomical
features with all three behavioral features nearly doubled the number of
discriminable neurons (see Figure 4A, right panel). This was true for every
animal, and each animal has approximately the same distribution of dis-
criminability based on the different feature subsets (each animal indicated
by a different color in the histograms of Figure 4A).

The intuition from Figure 4A is that as we add more dimensions to
the feature space, the distance between the neurons becomes increasingly
large, so that they are easier to identify. However, studies of feature selec-
tion show that adding redundant features does not help, and that adding
noisy features can hinder discriminability (Guyan & Elisseeff, 2003; James,
Witten, Hastie, & Tibshirani, 2013; Bermingham et al., 2015). For insights
into the true richness of each anatomical and functional feature, it is im-
portant to examine how the richness changes when the feature is removed
from the full feature space. The independence of the features can thus be
assessed, as features carrying redundant information lessen the richness of
the representation. The influence of redundancy of a specific feature can
be characterized by comparing the richness of the full feature space to the
reduced space with that feature removed. If the feature carries independent
information, the richness of the reduced feature space will be lower than
the full space. However, if the feature has only redundant information, then
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Figure 4: Assessing feature richness based on within-animal variability. (A) The
discriminability (see equation 2.2) was measured for each neuron in each ani-
mal (animal indicated by color; 722 neurons) based on different subsets of the
full feature space and plotted as a histogram. Neurons with discriminability
above 0 were closer to themselves in different trials of the same behavior than
to the next-nearest distractor neuron. The percentage of neurons with discrim-
inability above 0 is indicated at the top right of each panel. The noisy position
feature alone (leftmost panel) discriminates only a few neurons, but in conjunc-
tion with functional features, the position feature helps to discriminate many
neurons (middle three panels). When multiple functional features and anatom-
ical features are combined, a majority of cells can be discriminated (rightmost
panel). (B) The richness of different feature spaces is compared (each animal is
individually indicated by the colored circle and the bar is the mean across all
animals). Taking out position (-Pos) or the behavioral features (-Sw, -LB, -Sh) re-
duced the richness of the feature space, whereas removing the Size (-Sz) feature
increased the richness. When two dimensions of noise (+Noise) were added
to the full feature space, the richness greatly decreased. (C) The change in the
number of categories transmitted by each feature space is compared to the full
10-dimensional feature space, which is indicated by the horizontal line with a
value of 1. Taking out position or the functional features results in a large reduc-
tion in the number of categories transmitted. Taking out the size dimensions of
the feature space results in nearly no category loss, indicating that size does not
transmit much independent information about neuron identity. Adding two
dimensions of noise reduces the number of categories in the feature space by
nearly half.
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the richness will increase with the removal of the feature because no infor-
mation is lost and the dimensionality is lowered. We evaluated the richness
(see equation 2.1) of each anatomical and functional feature by removing
the features, one pair at a time, from the full feature space (see Figure 4B).

To compute richness, we measured the number of categories (in this case,
the number of self-similar neurons) that each feature space transmitted. We
computed richness for each animal (indicated by the differently colored
dots in Figure 4B) by considering every neuron that has a discriminability
above 0 as a category in the feature space. We then removed the pairs of
dimensions related to the position of the neuron (X and Y locations), swim-
ming, local bending, shortening (the three pairs of behavioral dimensions
as defined in Figure 3), and size of each neuron (maximum and minimum
diameters), and measured the number of categories that could be distin-
guished by the remaining eight dimensions. Removing information about
the position of the neurons or their activity in any of the three behaviors
decreased the richness. This means that each of these features adds indepen-
dent information that can discriminate the neurons, and fewer categories
are transmitted when the features are removed from the full space (see
Figure 4C). On the other hand, removing the two size dimensions increased
the richness and barely influenced the number of categories being transmit-
ted by the reduced feature space. This observation suggests that the size of
the neurons does not help in discriminating among them given the other
features. In a sense, if size is totally irrelevant to a neuron’s identity, size is
simply a noise term.

To measure how noise may influence richness, we added two dimen-
sions of noise to the original 10 dimensions (see Figure 4B, +Noise bar) and
measured the resulting richness. In this case, adding noise greatly reduced
the richness as well as the number of categories (see Figure 4C, +Noise). We
found that adding noise greatly reduced the number of neurons that can be
discriminated. This result suggested that noise (i.e., irrelevant dimensions)
is not neutral; its presence can significantly reduce the ability to discrim-
inate among neurons. Although all of the information of the rich space is
present in the 12-dimensional feature space, the two extra dimensions of
noise caused almost half of the neurons to lose their discriminability com-
pared to the 10-dimensional space (represented by the horizontal line at 1
in Figure 4C). The introduction of these noise dimensions dramatically in-
fluenced the feature space because there are so many competitors; we used
recordings from hundreds of neurons, so the noise dimensions have hun-
dreds of chances to cause confusion in the feature space. These results show
how adding extra feature dimensions that do not carry useful information
about the identity of the neurons can hurt the potential for identification,
and how building a large feature space out of poorly discriminating features
makes it harder to identify neurons, especially with many distractors.

This analysis of richness and category discrimination suggested that the
size feature carries only redundant information about neural identity and
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that the eight-dimensional feature space of [Pos, Sh, LB, Sw] is the richest
set of features that provide the best information for identifying the neurons
across animals. Therefore, all remaining analyses were performed on this
eight-dimensional feature space.

2.3 Assessing Intersubject Variability. We visualized the rich eight-
dimensional feature space to assess the consistency of the features across
animals (see Figure 5). We computed the factors for each component during
two trials of shortening in four different experiments (see Figure 5A; each
experiment is indicated by a letter at the top right). For each of the four ex-
periments, we generated two activity maps from the component responses
from the two different trials of shortening. The shortening factor coeffi-
cients from these two trials are plotted together on a single axis, and the
coefficients from each individual neuron are connected by a line segment.
A short line indicates small variability in the two trials. Short lines that do
not overlap with other lines represent a neuron that has high discriminabil-
ity in the feature space. Many neurons consistently depolarized (positive
factor 1), hyperpolarized (negative factor 1), and/or showed rapid onsets
(positive factor 2).

Multiple trials of local bending showed consistent and robust responses
from many neurons, as indicated by short, isolated lines in plots of their
calculated coherences (see Figure 5B). Stimulating either a ventral or dorsal
P cell (indicated by white circles in each activity map) reliably activated
a consistent population of neurons. The local bend features (defined in
Figures 3E and 3F) were most sensitive to neurons that closely followed
the sensory stimulus (see Figure 5B). This feature showed many small iso-
lated lines in two clusters: pink-colored neurons that were functionally
excited by the P cell stimulus and cyan/green-colored neurons that were
inhibited.

The swimming features (defined in Figures 3H and 3I) identified neu-
rons whose oscillations were phase-locked to the swim motor output (see
Figure 5C). These features were so consistent and robust that many neu-
rons could be identified across animals by the swim activity map alone,
because the phase of the neuron’s oscillation (in conjunction with its so-
matic position) provided a unique identifying tag. This is reflected in the
swim feature plot (see Figure 5C) by the many short, nonoverlapping lines
that are spread out through different phases of the swim cycle. Further,
swimming was found to be one of the richest features, as it resulted in the
greatest reduction in the richness of the feature space when it was removed
(see Figure 4B, -Sw).

Based on the visual similarity of the features across animals (see Figure 5
middle) and the discriminability of the neurons (see Figure 4), we found
that the eight-dimensional feature space was valuable for identifying neu-
rons across animals. However, the within-animal discriminability of the full
feature space (see Figure 4A, right panel) is an upper bound because the
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Figure 5: Extracting features within and across animals to visualize functional
variability. (A) The shortening feature was extracted from multiple trials of
shortening within the same animal. The same neuron’s responses during the
two trials of shortening are plotted as a line segment, where the ends of the line
segment are the shortening factor coefficients from each of the trials. The activity
maps of the two trials are shown next to the appropriate coefficient plot. Data
from four different animals are shown for comparative purposes. Well-isolated
and short line segments indicate that this feature is useful for identifying that
neuron. (B) The same analysis was done for the local bending feature. A clear set
of neurons could be isolated, as indicated by red/pink and green/cyan somata.
In these examples, different P cells were stimulated, showing that many neurons
respond consistently to stimulation of any P cell. (C) The same analysis was done
for the swim oscillation feature. Many of the neurons show consistent phases
of oscillations during swimming, making them easily identifiable.
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variability of the features across animals is higher than across trials. We
next address the handling of the variability across animals. Although there
is clear visual similarity in the activity maps (see Figure 5), characterizing
and accounting for intersubject variability is a complex machine-learning
problem in need of a solution.

2.4 Managing Intersubject Variability. To help explore the feature
space, handle across-animal variability, and identify neurons across ani-
mals, we developed semisupervised machine learning algorithms that aid
in the registration of homologous neurons across animals to create an atlas.
We take an iterative human-computer interactive approach supported by a
rich graphical user interface that we implemented within the ICM. In use,
users select a neuron at focus of attention in one animal (e.g., colored circles
in Figure 6A). The ICM then displays the similarities to neurons from an-
other animal. For instance, of all of the neurons in the ganglion from animal
C (see Figure 6B), the somata similarly shaded with a greenish color have
similar properties to the green-circled soma in animal H (see Figure 6A).
The intensity of the green indicates the degree of similarity. The circled
green cell in Figure 6B is the one selected by the automated clustering algo-
rithm as the most likely homologue. The user can then verify, reject, or add
matched homologues by giving the neurons labels (see Figures 6C and 6D),
and we used the interface to accumulate matches across multiple animals.

In each animal, features were accumulated from several different trials
of the three behaviors. To create the full eight-dimensional feature space,
multiple trials of the same behavior could be considered. There are several
ways to combine the features from multiple trials, and the interface allows
users to inspect individual trials or consider parameters and behaviors
averaged over multiple trials.

The variability across animals produces artifacts that make identifying
neurons difficult. To handle across-animal variability, we worked to allow
flexibility in the feature space across animals. Specifically, we developed
the weighted correspondence minimization (WCM) algorithm, which opti-
mizes a transform, W, of the feature matrix for each animal to minimize the
distance between a set of selected matches.

To find the values for W, we analyzed the relations between cells across
animals by comparing their distances in the eight-dimensional feature
space. The feature space is transformed into a distance matrix across all
animals (matlab: pdist, squareform). This translates the eight-dimensional
feature matrix into a several-hundred-dimensional distance matrix,

D(i, j)Rich = ‖WIF(i)Rich − WJF( j)Rich‖2, (2.3)

where (i, j) refer to all neurons across all animals and (I, J) refer to the
animals that cells (i, j) belong to. Each animal has its own W matrix, which
assigns each feature of the feature space a different weight.
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The distance matrix is visualized using the ICM interface. The distances
between a neuron selected by the user (see Figure 6A) and all the neurons
in a different animal (see Figure 6B) are visualized to aid users in finding
similarities across animals. One to three neurons can be visualized by using
the color channels as heat maps (see Figure 6B).

To determine the values for the W matrix, homologous cells across an-
imals are chosen as matches. Based on these matches, W is optimized to
minimize the log likelihood of the matches being grouped together, which
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can be useful in finding new matches by emphasizing important features
or removing common differences across animals.

LL = − log

⎛
⎝ ∑

(i, j)∈matches

exp(−D(i, j)Rich)∑
k∈J exp(−D(i, k)Rich)

⎞
⎠ . (2.4)

This optimization is analogous to using anatomical landmarks (matches
across subjects) and warping a 3D brain scan into a template brain (Ng,
Abugharbieh, & McKeown, 2009; Khullar et al., 2011) that is generalized
to define landmarks using both anatomical and functional features in a
medium-dimensional space rather than a three-dimensional space.

In an iterative procedure, we used the interface to select matches and vi-
sualize the relationships of neurons across animals. The set of matches
enables the optimization algorithm to find the most important feature

Figure 6: Canonical matching and visualization of medium-dimensional fea-
ture space. (A) Three neurons were selected by the user, indicated by the three
colored ROIs. (B) For each of the three selected neurons in animal H of panel
A, the ICM colored neurons from animal C based on how close each neuron is
to the selected neurons in the eight-dimensional feature space. The three selec-
tions were visualized through the different R,G,B color channels, and the color
intensities indicate the proximity of neurons to the selected ones in the eight-
dimensional space. The ICM computed the most likely homologues across ani-
mals; the homologues to each of the three circled neurons in panel A are shown
as bright ROIs of the corresponding colors. The user can then verify or over-
ride the automated matches and assign neurons into categories. (C, D) The
matches across animals were given labels, and the neurons that are common
matches in multiple animals were accumulated into a label category (only two
animals are shown in this figure, but this is done comparing all eight animals).
The red labels indicate neurons that were put into an identified neuron category
and have been given their category name or number. The black labels indicate
neurons that were not identified and have arbitrary numbers. (E) The features
of animals H and C are shown in the normalized feature space. Black lines
connect chosen matches, and the WCM algorithm was used to emphasize the
features that are important to the chosen matches. The warped feature space
was projected onto the original feature dimensions (bottom, Warped) illustrat-
ing how the warping adjusts the feature space. This emphasizes certain feature
dimensions relative to others and allows the user to view different perspectives
of the feature space by choosing different sets of matches across animals. (F) The
warped space was then visualized and used to find more matches. Notice that
the number of lightly colored somata is lower in this panel compared to the
prewarped analysis (panel B), indicating that the warping procedure was suc-
cessful in making the neurons more identifiable. The procedure indicated by the
arrows was iterated until many neurons are identified across all eight animals.
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dimensions across animals. We employ the Hungarian algorithm (McKay,
1981) at each cycle of the human-computer collaboration to generate the
suggested matches, which the user can then accept or reject. Matches are
displayed to the user as ROIs (see Figures 6B and 6F). By iterating and
comparing each combination of two animals, a set of homologues is ac-
cumulated and used as landmarks. The optimization algorithm allows the
feature space of each animal to be rescaled and rotated, which removes in-
tersubject variability while emphasizing the important aspects of the feature
space indicated by the matches.

We generated a visualization of the warp optimization of the medium-
dimensional distance space (see Figure 6E). The position and swim features
are stretched out compared to the shortening factors, and the local bend
features are compressed along a diagonal axis. These results agree with
the richness analysis (see Figure 4) and our visual inspection of the fea-
ture variability across animals (see Figure 5): the position of the neurons
and their swim coherence were prime indicators of a neuron’s identity. The
local bend feature separated neurons only by whether they were depolar-
ized (see Figure 5B, pink phase) or hyperpolarized (see Figure 5B, cyan
phase) to stimuli, and the algorithm highlighted this feature projection
(i.e., the information from local bend is primarily along one dimension).
The variability of shortening was the largest across and within animals,
making it the least informative feature, so that the influence of shortening
parameters was deemphasized (i.e., it is made smaller) by the algorithm.
These warping and matching processes were performed iteratively, with
the warped feature space visualized by the ICM to aid the detection of new
matches (see Figure 6F). The warped feature space highlights the features
that were important for the other matches, and visualization of the simi-
larities produced a useful and orthogonal perspective for visualizing the
medium-dimensional feature space.

2.5 The Leech Activity Atlas. Using this multiple-iteration human-
computer collaboration, we identified 46 neurons (21 bilaterally paired
and 4 unpaired) that showed consistent anatomical features and activity
patterns during these behaviors across animals (see Figure 7). The results
support the involvement of neurons in two canonical networks, one for
swimming and a second for preparatory activity—a circuit that has not
been previously described. These two networks are partially overlapping:
5 are active only during the preparatory phase, 27 are active only during
swimming, and 12 are active during both behaviors. The entries for these
identified neurons in Figure 7 were organized by their general anatom-
ical locations and were given names based on an established ganglionic
map (Muller et al., 1981). The entries boxed in yellow indicated neurons in-
volved in the preparatory network, and all entries except those indicated by
an asterisk (see Figure 7, AP, 212, AE, and S) showed consistent oscillations
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during swimming. Hence, the yellow-boxed neurons without asterisks are
neurons that are part of both behavioral networks.

For each identified neuron, we plotted four projections of its unwarped
eight-dimensional feature space as an entry in the table of Figure 7. Each
plot summarizes the anatomical and functional features of an identified
neuron across all trials in all experiments. Each entry in the table is made
up of five elements: the experiment indicator (vertical circles), the position
indicator (ganglion), the shortening factors (cross), the local bending co-
herence (circle), and the swimming coherence (hexagon). The experiment
indicators (the array of eight vertical circles to the left of each ganglion sym-
bol) represent the experiments in which that neuron was identified. These
circles correspond to experiments A to H ordered from top to bottom. Most
neurons in the ganglion are bilaterally paired; a solid circle indicates that
both members of the pair were identified in a particular experiment, and a
half-circle indicates that only one of them was identified or that the neurons
are not paired (i.e., cells 232, 208, S, and 204). An open circle means that
the neuron was not identified in that experiment. The position indicator
shows the location and size of the ROI of the identified component drawn
on a schematic ventral view of the ganglion. In addition, the ROI is colored
based on its experiment of origin (A–H; the color code for the ROIs are the
same as the experiment indicators). For each of the 21 bilateral pairs, both
the left and right identified neurons are shown together in the table entry.

The next three elements in each neuron’s description (see Figure 7) show
its functional features derived from shortening (cross), local bending (circle),
and swimming (hexagon). Data from a single experiment are represented
by the vertices of a connected polygon. In one experiment, only a single trial
of a behavior was captured; in these cases, a dot represents the coefficients
from that trial. When two trials were captured, they are represented as
the start and end of a line segment. Likewise, data from three trials are
represented by a triangle, four trials by a quadrilateral, and so on, with
each corner of the polygon representing feature coefficients from one of
the trials. Because each polygon (or dot or line segment) represents an
individual experiment, the within-animal variability is represented as the
variance of each polygon’s vertices, and the variability across animals is the
variance between polygons.

The neurons that we identified as part of the canonical swim and prepara-
tory networks were summarized on the standard leech ganglionic map (see
Figure 7, bottom; Muller et al., 1981). We attempted to match our identified
neurons with those previously characterized. Our data are in good agree-
ment with previous work, but it is not necessarily clear that all neurons
identified here truly correspond to neurons with the same labels in the
literature (see Table 1).

The extent and nature of the variability in the neuronal responses are
best seen in several representative neurons that are most easily identified.
The AP and the Nut cell are quite easy to distinguish by eye, because they
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are typically larger than their neighboring neurons and in characteristic
locations. The AP cell is located in the anterior lateral packets and is the
largest neuron in the table (ganglion, AP Entry; see Figure 4), which means
that it has a high signal-to-noise ratio (SNR) because more pixels are col-
lecting signal. The AP cell showed a consistent rapid depolarization during
shortening (cross, AP Entry, see Figure 7), strong depolarizing responses
to all P cell input (circle, AP Entry, Figure 7), and no consistent oscillation
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during swimming (hexagon, AP Entry, Figure 7). The Nut cell is somewhat
smaller than AP but is readily identified by its posterior medial position
(ganglion, Nut Entry, Figure 7). The Nut cell variability is much higher than
the AP cell, but this amount of variability is more typical of the rest of the
neurons identified. The Nut cell usually shows a rapid depolarization dur-
ing shortening but has some variability (cross, Nut Entry, Figure 7). The Nut
cell was usually functionally inhibited by P cell stimulus (circle, Nut Entry,
Figure 7) and typically oscillated with peak depolarization in the purple
phase during swimming (hexagon, Nut Entry, Figure 7), but occasionally
this oscillation was not seen (many line segments do not show significant
coherence)—possibly because of true functional variability or because the
oscillation was sometimes too subtle for detection in the VSD signal.

Cell 208 is an unpaired neuron that was found in every animal (ex-
periment indicators, 208 entry, Figure 7). One reason that this neuron was
found consistently is that it is located in the middle of the ganglion, making
it much more likely that it would be in the imaging field of view and on the

Figure 7: Atlas of neurons in canonical swim oscillator and preparatory net-
works. The identified neurons were given numbers based on their locations
and best match to other neurons in the literature. For each entry, the experiment
indicator (eight small colored circles, left), the ganglion position (ganglion), the
shortening factors (cross), the local-bend coherence (circle), and the swim co-
herece (hexagon) are shown. The experiment indicator describes the animal in
which the neuron was identified; a full circle means that both bilateral pairs
of neurons were present in the ganglion. A semicircle means only one bilateral
pair was seen or the neuron was not paired, and an empty circle means the neu-
ron was not identified in that particular ganglion. The colors of the experiment
indicators are the same colors as the ganglion position ROIs. The position ROIs
(ganglion) show the position and size features for each identified cell, and the
across-animal variability can be seen by the distribution of ROIs. The shorten-
ing factors (cross), local-bend coherence (circle), and swim coherence (hexagon)
summarize the activity of each cell during the behaviors (see Figure 3) and
show the within- and across-animal variability. For each of these plots, a single
connected line or polygon corresponds to a single component across multiple
trials. Each corner of the polygon is the feature coefficients from a single trial
of a behavior, and the variance within a polygon shows the within-animal vari-
ability of the neuron. Each individual polygon is from a different animal, so
the variance across polygons shows the across-animal variability. The neurons
boxed in yellow are part of the preparatory network, and neurons that did not
show a significant swim oscillation have an asterisk above the swim coherence
hexagon. The entries in the table are organized based on their anatomical po-
sition. The canonical networks are summarized in the maps below the table.
The identified neurons that oscillate with swimming are grouped into one of
six phases and colored by phase (left). The neurons in the preparatory network
are shown on the right.
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Table 1: Consolidation with Previous Work.

Neuron
ID

Match Reasona (Position Is
always a factor) Reference

Possible
Alternatives

CV Swim phase aligned with
DP −60

Briggman & Kristan, 2006;
Brodfuehrer, McCormick,
Tapyrik, Albano, &
Graybeal, 2008

255 Swim phase aligned with
DP and 208 0

Briggman & Kristan, 2006

204 Swim phase but DP from
different ganglion. +60

Weeks & Kristan, 1978 Phase is unclear

208 Swim phase with DP −60 Briggman & Kristan, 2006;
Taylor, Cottrel, Kleinfeld, &

Kristan, 2003;
Friesen, 1989a, 1989b;
Nusbaum, Friesen,
Kristan, & Pearce, 1987

60 Swim phase with 208 −180 Friesen, 1989a, 1989b;
Nusbaum et al., 1987

61 Swim phase with 208 0 Nusbaum, 1986
161 P cell input Lockery & Kristan, 1990 162—similar

position/input
212 P cell input Lockery & Kristan, 1990
153 180 oscillation www.people.virginia.edu

/∼wof/leech.html
151 151 = NS doublet oscillation Rodriguez, Alvarez, &

Szczupak, 2012

Notes: The neurons previously identified in the literature were compared and consoli-
dated with this work. This is an attempt to keep the nomenclature consistent, and this
table summarizes the reasons and references for previously identified neurons.
aPosition is always a factor.

correct side of the ganglion (ganglion, 208 entry, Figure 7). It did not show
consistent patterns during shortening (cross, 208 entry, Figure 7), but it did
receive consistent functional inhibition from P cell stimulation (circle, 208
entry, Figure 7) as well as showing consistent oscillations during swimming
centered on the red phase (hexagon, 208 entry, Figure 7).

The identified neurons that proved most difficult to detect in this data set
were cells 204, S, 206, and 203. These neurons are very small and are conse-
quently captured by fewer pixels, giving them lower signal-to-noise ratios.
We were initially surprised that the S cell was not obvious in our data set be-
cause it has large overshooting action potentials. However, the S cell action
potentials are unusually brief, lasting only a millisecond. By comparison,
the Leydig cell action potential lasts 30 milliseconds and can be easily seen
in the VSD recordings (see Figure 1C, bottom trace). Because they proved
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to be difficult to detect, cells 204, S, 206, and 203 are the least stringent in
this data set and not easily distinguished by algorithms. However, on close
visual inspection of the features and distance space, enough information
was extracted that these neurons were more confidently identified.

Cells 263 and 264 are nearly indistinguishable from each other because
their features were similar in all eight dimensions: both were in nearly the
same position, both had a small factor 2 during shortening, and they both
oscillated in the green phase during swimming (compare entries 263 and
264 in Figure 7). Differences in the local bend response were used as the
distinguishing dimension between these two neurons. However, both 264
and 263 appeared to receive small input from some P cell activations, and
so it is possible that some of these instances are cross-classified. This feature
set distinguished 263 and 264 from others, but more features may be needed
to appropriately distinguish them from each other.

The shortening feature showed a large amount of variability within and
across animals, but some neurons had consistent patterns during shorten-
ing. The AP cell, for instance, showed a clear, rapid depolarization during
the shortening behavior, along with several other neurons in the preparatory
network (discussed below). A few neurons, such as 57, 261, and 262, showed
fairly consistent hyperpolarizing responses during shortening (cross,
Figure 7).

The local bend feature was measured by activating a sensory P cell. How-
ever, there are four different P cells and local bend trials were all lumped
together, even though different P cells are activated within and across an-
imals. Some neurons, such as 208, Nut, and AE, had purely inhibitory
responses to all P cell stimulations, while other neurons, such as AP, 212,
264, and 155, had only excitatory responses. Other neurons, such as 57, 203,
152, and 153 had both excitatory (pink phase) and inhibitory (cyan phase)
responses.

2.6 Targeted Experiments Using the Activity Atlas. Beyond assisting
with the generation of hypotheses about homologous cells, roles, and cir-
cuits, an important and promising direction for use of the ICM is to generate
guidance on experimentation, including the triaging of efforts to confirm
hypotheses. The swim oscillations of neurons were the most robust feature,
and many of the swim oscillators can be identified across animals using only
position and phase of the oscillation. We performed several electrophysio-
logical verification studies to validate the neurons identified through VSD
recordings and show that these neurons can be identified and targeted in
novel animals (see Figure 8). We first imaged VSD signals during swimming
and created a swim activity map in real time using the ICM (see Figures 8A,
8C, 8E; Frady & Kristan, 2015). We used this activity map to target specific
swim oscillators with intracellular electrodes and recorded their membrane
potentials during a bout of swimming (see Figures 8B, 8D, and 8F). We
performed the same coherence analysis on the intracellular recordings, and
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Figure 8: Electrophysiological verification of neurons that have oscillating
membrane potentials during swimming. (A) An activity map was generated
from a VSD imaging trial of swimming, and three neurons (208, 152, 154) were
identified and targeted for electrophysiological recordings. The phase diagram
indicates expected phases of targeted neurons. (B) Swimming was activated
while intracellular recordings were made to targeted neurons. The coherence
of the intracellular recordings was computed, and the traces are colored by the
coherence phase (indicated by circle) in the same fashion as the VSD recordings.
(C–F) The same verification experiment was carried out in two more animals
targeting different swim oscillators. The electrophysiological recordings of these
sample neurons are in agreement with the phases predicted by the VSD map-
ping experiments.
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all seven of the unique neurons targeted oscillate at the same phase as pre-
dicted by the VSD mapping experiments (phase indicated by color). Cell
153 is the easiest of the swim oscillators to identify, because it has a large
10–20 mV oscillation that is consistently in the antiphase of the DP swim
burst (hexagon, 153 entry, Figure 7; Figure 8F). Other neurons, like 152 (see
Figure 8B) and 203 (see Figure 8D), have oscillations of only a few millivolts.

We noticed that many of the neurons shared a common set of responses
to stimulation: rapid onset excitation during shortening (positive shorten-
ing factor 2, cross, Figure 7) and excitation by P cell input (pink phase, circle,
Figure 7). The AP cell was the prime exemplar of this feature combination
(the cross and circle plots for the AP entry, Figure 7), and many neurons
shared this type of activity (indicated by yellow-boxed entries, Figure 7).
These feature values meant that these neurons were activated by both local
sensory activity (the P cells) and input from distant stimuli that elicited
the shortening response. We measured the response latencies of each neu-
ron, visually identified as a sudden change in the VSD traces in response
to shortening or swimming stimuli. We saw that many of these neurons
showed rapid-onset responses to all stimuli, regardless of which DP nerve
was stimulated or which behavior resulted. Thus, many of the neurons
showed a rapid sensory-driven response from both local and distant stim-
uli that is independent of the behavioral response. This result suggested
that these neurons are involved in preparing the animal for the rapid exe-
cution of a behavior; we hypothesized that these neurons form a canonical
“preparatory network” (yellow-boxed entries, Figure 7).

To test this preparatory network hypothesis, we stimulated different DP
nerves and plotted the responses to stimuli at different distances from the
recording site (see Figures 9A and 9B). The ganglion imaged was always
ganglion 10; the stimulus sites were sorted by their distance from ganglion
10, either anteriorly (ganglia 3 and 7) or posteriorly (ganglia 11, 14, 17,
and Tail Brain). As the stimulus distance increased away from ganglion 10,
the response latency increased (see Figure 9). We measured the responses
of the preparatory neurons as well as other neurons not in the prepara-
tory network but which were activated during shortening or swimming
behaviors. Three examples of neurons within the preparatory network (see
Figure 9A) and three that are not (see Figure 9B) were colored based on
their response delays (black circles) according to the color bar above each
plot. From these examples, the preparatory network’s neurons appeared to
have shorter response latencies than the other neurons.

We visualized the preparatory network by making activity maps of the
response latencies during both shortening and swimming behaviors (see
Figure 9C). Neurons with response latencies less than 300 ms were colored
based on their response latency using the same color code as in Figures 9A
and 9B. The activity maps showed several example trials with different
behaviors and different stimulated ganglia, in which stimulation of gan-
glia 3 and 7 elicited shortening and stimulation of 11, 14, 17, and the tail
brain elicited swimming. The activity maps within the same animal showed
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Figure 9: The preparatory network shows rapid responses to the stimulus re-
gardless of behavior. (A, B) Example VSD traces from three identified neurons
within the preparatory network (A) and three that are not (B). Each trace is
sorted based on the distance the stimulus was from ganglion 10. The number
of the ganglion stimulated is shown to the left of each trace. The response la-
tency is shown as a black circle on each trace, which determined the color of
the trace (the color bar above the traces indicates the time/color relationship).
(C) Activity maps of the response delays for each neuron for several examples
of shortening and swimming. Each component was colored by the response
delay from one trial. Examples are shown for both shortening and swimming
and for different stimulated ganglia. The letters at the top right indicate which
experiment, and the numbers to the bottom right indicate which ganglion was
stimulated. (D) The response latency of the example neurons from all experi-
ments was plotted against the stimulus distance from the imaged ganglion. The
red line is a linear fit to the response latency. (E) The linear fits of the response
latency for all nine neurons in the preparatory network were plotted in yellow.
The fits of the example neurons that are not part of the preparatory network
were plotted in blue.
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remarkable consistency regardless of the behavior evoked or the stimulus
location, suggesting that the preparatory network is consistently activated
by all stimuli that produced any response.

To quantify these impressions of the preparatory network timing, we
pooled all data across experiments for each identified neuron and computed
linear fits of the response latencies relative to the ganglion stimulated (see
Figure 9D). We then plotted the fit line of the response latency versus
distance for every neuron in the preparatory network as well as other
example neurons (see Figure 9E). This analysis showed that all nine of
the neurons in the preparatory network shared a consistent more rapid
response than other neurons.

One neuron showed a rapid onset to shortening as well as input from
P cells (cell 61, Figure 7), suggesting that this neuron was part of the prepara-
tory network. However, on closer inspection, this neuron did not have re-
sponses as rapid as those of the other neurons in the preparatory network,
and so we excluded it. Neurons 151 and 153 did show these rapid responses
to all sensory stimuli; however, unlike other neurons in the preparatory
network, these neurons occasionally showed hyperpolarizing responses to
P cell stimulation.

The S cell is a prime candidate for mediating the rapid response of the
preparatory network. Each ganglion contains a single unpaired S cell, which
forms strong electrical connections to the S cells in the two adjoining ganglia.
This connectivity pattern creates a chain of electrically coupled neurons that
extends through the entire animal. The S cell network is reminiscent of a
giant fiber system or a fast-conducting system (Mistick, 1978), but its causal
role in any behavior is unclear (Sahley, Modney, Boulis, & Muller, 1994) and
activation of the S cell network does not elicit any particular behavior (Shaw
& Kristan, 1999). However, this rapid network may be useful in putting the
nervous system and the muscles in a ready state so that one of multiple
behaviors can be rapidly executed. From our data, we found the S cell was
activated earlier than the other preparatory neurons, so we wanted to test
whether the S cell excited other preparatory neurons.

The challenge of this experiment is that the neurons need to be appropri-
ately identified. The S cell can be identified from its unique action-potential
characteristics, and an electrophysiological recording was sufficient. Utiliz-
ing the activity atlas (see Figure 7), we can find that several preparatory
neurons can be well isolated using their positions and the fact that they
respond to P cell stimulation, which allowed us to carry out a simple ex-
periment to address the connectivity of the preparatory network. We elec-
trophysiologically activated a P cell (which can be identified by eye) and
monitored voltage-sensitive dye activity (see Figures 10A to 10C) to iden-
tify preparatory neurons AP, 155, and 153 (see Figures 10A to 10C), aided
by the real-time generation of an activity map (see Figure 10C). Injecting
pulses of current into the S cell to produce action potentials showed a clear
one-for-one EPSP in the AP cell for each S cell spike (see Figure 10D). S cell
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Figure 10: Electrophysiological validation of predicted S cell connections. (A) To
identify preparatory network neurons, a P cell was activated with a burst of
spikes every 2 seconds and the ganglion was monitored with the VSD. Prepara-
tory neurons S, 155, 153, and AP were identified due to their size, position, and
the fact that they received P cell input. (B) The coherence of the components was
calculated to quickly identify P cell followers (indicated as violet/purple dots).
(C) The activity map highlighted neurons that respond to the P cell stimuli,
allowing rapid identification of preparatory neurons of interest. The violet and
blue neurons were of special interest; the locations of four of them (AP, 153,
155, S) are indicated. This map was used to target neurons for electrophysio-
logical recordings. (D) The S cell and AP cell were targeted with intracellular
electrodes; the AP cell was slightly hyperpolarized to below spike threshold.
Two example traces show that every S cell spike produced, one-for-one, large
EPSPs in the AP cell. (E) Neuron 155 was then targeted for a paired physiology
experiment. Exciting the S cell with current showed a clear excitatory response
in the postsynaptic 155, but they were not one-for-one with the S cell spikes
and the synaptic potentials were small (about 0.5 mV). (F) Another preparatory
network neuron, 153. A small excitatory response can be seen. (G, H) Two other
neurons near 153 and 155 were targeted (the locations of their somata is shown
as white circles in panel C). These neurons were unidentified but not likely part
of the preparatory network. There was very little to no response from S cell
stimulation in these neighboring neurons.
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spikes produced clear excitatory effects on neurons 155 and 153, but these
synaptic potentials were smaller than the EPSPs made by the S cell onto the
AP cell, and the one-for-one nature of the S cell inputs onto cells 153 and
155 was less clear (see Figures 10E and 10F). We also targeted two other
neighboring neurons, which were not preparatory neurons, and these neu-
rons showed no significant response to S cell activation (see Figures 10G
and 10H).

3 Discussion

We used voltage-sensitive dye imaging and electrophysiology (see Figure 1)
to identify and map the activity of dozens of neurons in a scalable fashion
using information extracted from the multifunctional nature of leech neu-
ronal activity during different behaviors (see Figure 3; Briggman & Kristan,
2006). To do this characterization, we developed computational tools to
automatically extract signals from imaging data (see Figure 2; Frady &
Kristan, 2015), rapidly create activity maps for visualization (see Figure 3),
and build a rich medium-dimensional feature space that summarizes large-
scale data and can be used to stitch experiments together (see Figures 4–6).
We used this information to identify dozens of neurons in the leech swim-
ming and preparatory networks (see Figure 7), then used electrophysiolog-
ical recordings to verify the phasing of neurons in the swimming circuit
(see Figure 8) and test for connections among neurons that were predicted
from the analyses of the preparatory network (see Figures 9 and 10). An
interesting feature of mapping leech neurons is that it has a particular one-
for-one homology across animals and a stereotypical structure with inter-
subject variability, and this type of homology is likely true in other systems
(Marder & Bucher, 2007; Bargmann & Avery, 1995; Ng et al., 2009). Below,
we discuss the computational microscope—how we used it and how it can
be used in other systems—and the significance of the electrophysiological
findings.

3.1 Creating an Activity Atlas Using the Computational Microscope.
The framework for activity mapping with the computational microscope
consists of three stages of computational algorithms that are refined by user
feedback at each stage. In stage 1, we used PCA and ICA (Hill et al., 2010)
to extract clusters of pixels as the electrical activity of individual neurons.
The PCA-ICA extraction is general for any spatiotemporal data and has
previously been demonstrated with calcium imaging (Mukamel et al., 2009),
other voltage dyes (Hill et al., 2010), and EEG (Delorme & Makeig, 2004).
This PCA-ICA extraction method is easily extended to 3D volume imaging,
such as light-sheet (Ahrens, Orger, Robson, Li, & Keller, 2013) or fMRI
(Beckmann & Smith, 2004; Varoquaux et al., 2010; Khullar et al., 2011), but
larger data sets will require more powerful compute clusters, better memory
handling, and parallelized execution (Freeman et al., 2014). Further, these
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types of high-dimensional functional imaging data sets will require more
sophisticated and standardized formats for extracting the data from raw
images.

At stage 2, simple feature detectors were used to characterize the activity
of individual neurons with one or two numbers. These low-dimensional
representations can be used to create activity maps by false-coloring the
neurons and serve as a visualization of large-scale neural activity during
individual trials. The feature detectors used here are generalizable to many
other types of neural signals, and the ICM includes similar built-in feature
detectors (coherence and PCA; Frady & Kristan, 2015). This stage, however,
can be reconfigured to be more specific for particular experiments or data
sets, and custom feature detectors can be built, incorporated, and visualized
using the ICM.

This stage is the primary focus for generalizing this framework to other
systems, and creating a rich feature space is the key to creating a use-
ful atlas and registering new data to this atlas. The strategy of finding a
unique feature for every neuron is problematic in high-dimensional record-
ings (Guyan & Elisseeff, 2003). Adding many features together to build a
high-dimensional space is useful only if these features contain independent
information, and supervised algorithms for feature selection have mainly
been developed in the context of a small number of classes (Peng, Long, &
Ding, 2005; Rodriguez-Lujan, Huerta, Elkan, & Cruz, 2010; Brown, Pocock,
Zhao, & Luján, 2012). If there are many features that do not provide infor-
mation and appear as noise in identifying most neurons, then these features
greatly hurt the richness of the feature space, especially when there are large
numbers of potential competitors (see Figure 4).

The statistical analysis for many typical metrics, such as mutual infor-
mation, become problematic with data sets that have high-dimensional fea-
tures and classes. The curse of dimensionality requires tremendous amounts
of data to overcome the combinatorics of the high-dimensional data sets to
accurately compute these values. This data set was too high-dimensional to
rely on these classic statistical metrics, and so we turned to semisupervised
approaches where we directly visualized and interacted with the machine
learning algorithms.

In stage 3, several anatomical and functional features from different be-
haviors were combined and used for identifying neurons across animals.
By iteratively visualizing the medium-dimensional space formed by com-
bining several low-dimensional features and manually refining homolo-
gous landmarks across animals, the computational microscope can build
a canonical atlas of neural activity for future reference (Frady & Kristan,
2015). The canonical matching algorithms can be extended beyond the one-
to-one homologous matching illustrated here. This particular data called
for a one-to-one correspondence across animals; a bipartite graph matching
algorithm was used to form suggestions, and the warping algorithms were
designed to search for one-to-one correspondences. By using an alternative
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one-to-many clustering algorithm, such as k-means or hierarchical cluster-
ing (Seber, 1984), the framework is generalizable to neuron types (Roux,
Stark, Sjulson, & Buzsáki, 2014).

In many studies, the analysis of fMRI data relies on careful anatomical
alignment to register the same functional regions to a common set of vox-
els, and many advanced registration algorithms have been used to warp
brains across subjects to a template brain based on anatomy (Dale, Fis-
chl, & Sereno, 1999; Fischl, Sereno, & Dale, 1999; Fischl, Sereno, Tootell, &
Dale, 1999; Van Essen, 2005; Yeo et al., 2011). Several studies, however, have
pointed out that intersubject variability leads to misregistration of func-
tional regions (Rajkowska & Goldman-Rakic, 1995; Thirion et al., 2007; Ng
et al., 2009), and that functional regions are not localized even if anatomi-
cal markers are perfectly aligned (Brett, Johnsrude, & Owen, 2002; Crivello
et al., 2002). In the leech ganglion, this type of anatomically based spatial
warping did not correctly align every individual neuron, and we suggest
that the alignment of brain regions suffers a similar type of inter subject
variability. This means that anatomically based registration, no matter how
sophisticated the warping algorithm, will not be capable of perfectly align-
ing functional brain regions simply because there is not enough information
in the anatomy to identify the brain region.

To characterize and account for this variability, we extracted functional
information from a standard set of behaviors and abstracted the anatomical
and functional information to a high-dimensional graph-theoretic prob-
lem, where anatomy and function are treated mathematically the same.
Similar efforts are currently being pursued for creating brain atlases with
fMRI (Dosenbach et al., 2007; Varoquaux, Gramfort, Pedregosa, Michel, &
Thirion, 2011), and utilizing functional information (i.e. more features), like
the default network (Khullar et al., 2011) or functional connectomes (Yeo
et al., 2011; Varoquaux & Craddock, 2013; Phlypo, Thirion, & Varoquaux,
2014) are promising steps toward extracting the information needed to
identify homologous functional regions.

Our results suggest that combining several functional feature descriptors
from several distinct modalities (i.e., forming a rich medium-dimensional
feature space) will greatly aid in the identification of homologous functional
brain regions and that specific brain regions can be targeted across subjects
by first mapping responses to standardized behaviors or stimuli (Poldrack,
Halchenko, & Hanson, 2009; Poldrack, 2010). Careful consideration to the
features must be given in order to ensure that the medium-dimensional fea-
ture space maintains its richness. Key to maintaining richness is to utilize
diverse and natural behaviors that engage the entire brain or neural circuit
in complex patterns rather than relying on a stimulus that is targeted to a
particular neuron or brain region. Combining information from many inde-
pendent behaviors is an optimal strategy to explore the high-dimensional
space spanned by complex systems; machine learning with visualizations
can be used to understand these data.
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Removal of intersubject differences through warping has been shown
to decrease the resolution of specific brain regions (Ng et al., 2009). The
weighted correspondence minimization algorithm is a simple version of
the many fMRI warping algorithms (Frackowiak et al., 2003) but gener-
alized to higher dimensions. However, here we use warping only to aid
in the mapping and registration of individual neurons to the canonical at-
las instead of to average data into a canonical response. Combining data
across subjects requires new algorithms to appropriately interpret canon-
ical intersubject responses, and algorithms such as probabilistic principal
components analysis show promise as new tools to find insights from in-
tersubject data (Kapoor, Frady, Jegelka, Kristan, & Horvitz, 2015).

3.2 Relating Imaging to Behaviors. Because we were searching for
the two-thirds of neurons that have not been previously characterized, we
largely ignored previously identified neurons (i.e., the colored neurons in
Figure 1B). We did, however, include previously identified neurons if they
showed behavior-related responses that had not been reported. Among
the ignored neurons were the mechanosensory neurons (T, P, and N cells)
and the Retzius cells. The mechanosensory neurons were ignored because
they were not active during any of the behaviors (except when a P cell
was electrically stimulated to produce local bending) and the Retzius cells
because their activity in behaviors is well known (Loer & Kristan 1989), and
we routinely removed their somata because they often cover the somata
of other, smaller neurons that we wanted to study. We paid particular
attention to the neurons involved in two behavioral responses, swimming
(Kristan et al., 2005), and the preparatory response, a behavior that has
been mentioned previously in passing (Esch, Mesce, & Kristan, 2002) but
has never been studied directly.

Our approach also proved to be robust to the absence of particular neu-
rons. Based on a great deal of previous work (Kristan et al., 2005), we
believe that all leech ganglia—across animals and across segments within
each animal—contain the same allotment of neurons. However, because of
variability across preparations, for reasons both biological (e.g., variations
in cell body locations) and experimental (e.g., variations in the dissection
or dye loading of the ganglion), VSD data from any single experiment
contained information only from a subset of all neurons in that ganglion.
Smaller neurons in the ganglion are also likely to be undersampled because
smaller neurons have lower SNR in the optical signals.

Despite this variability, we were able to identify neurons uniquely even
when they were sampled only a few times. This is because we relied heav-
ily on visualization and interaction with the machine learning algorithms.
For instance, neuron 232 was a challenging neuron to find, but because
data from several animals can be compared, there was clear evidence for a
match across a few animals. The algorithm suggested other candidates but
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could not automatically overcome the full intersubject variability, and this
closest match was not always the best. This was because of the low signal-
to-noise ratio of this neuron in some animals and some trials. However,
on close visual inspection and searching through alternative suggestions,
we were able to identify the neuron in seven of the eight animals (see
Figure 7).

3.2.1 Swimming Network. Many of the neurons identified as part of the
swim network were characterized previously, and we attempted to best
match the neuron reported here to those previously found in the literature
(see Table 1). This was done by comparing previously reported position
and phase information—relative either to motor neuronal impulse burst in
a nerve recording or another identified swim oscillator—to the activity atlas,
and finding the best match. About one-third of the swim oscillators have
been recorded from previously, and the other two-thirds of the network
are novel neurons. Previous VSD imaging work (Briggman et al., 2005;
Briggman & Kristan, 2006) produced qualitatively similar swim activity
maps, but used an older generation of VSD that does not report phase
information as precisely. Many of the neurons identified here were likely
the same as those in the previous VSD maps.

With experience, visualizations become an essential tool for guiding ex-
periments (Walter et al., 2010). After an activity atlas is created, a few simple
visualizations often proved the most efficient way of identifying a particu-
lar neuron of interest. For instance, virtually all of the swim oscillators can
be identified based on a single swim activity map, because the phases of the
swim oscillators, along with soma position, provide enough information
to identify these neurons. This characterization proved useful in perform-
ing targeted electrophysiological experiments to novel swim neurons. By
simply creating an activity map and comparing it with the activity atlas
(see Figure 8), neurons of interest can be easily targeted. For more com-
plex systems, the algorithms combined with visualization will prove to be
a powerful tool in rapidly identifying and targeting networks of neurons.

3.2.2 Preparatory Network. The preparatory network stood out because
it was activated at short latency by every sensory stimulus we presented,
including the medial or lateral P cell to trigger local bending, or stimulation
of various DP nerves to elicit shortening and swimming. This appeared as
correlations in the feature space from two different behaviors. Since short-
ening factor 2 and local bend excitation are both related to the activity of
the preparatory network, they transmit redundant information about the
identities of the neurons. The shortening feature is the least rich of the func-
tional features (see Figures 4B), both because of this redundancy affecting
factor 2 but also because the variability across animals was much higher
than within animals (see Figure 5A). These are reasons that the weighted
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correspondence minimization algorithm quashed the shortening features
relative to the other features (see Figure 6E). However, these correlations
were a clue to the hidden structure of the preparatory network. Because
these correlations existed in these independent behaviors, we investigated
further and discovered that the correlations were due to an underlying
causal phenomenon: preparatory activity.

We investigated the responses of the preparatory neurons in detail dur-
ing shortening and swimming (see Figure 9). A previous study found that
motor neurons were activated about 200 msec before the leech nervous
system made the choice to either swim or to crawl (Briggman et al., 2005).
The rapid and consistent responses of these motor neurons led to the spec-
ulation that leeches have a “do something” network that readies the body
musculature for a more rapid induction of a behavioral response (Friesen
& Kristan, 2007). (With no muscle contractions, a leech’s body is flaccid; it
must co-contract antagonistic muscles to provide a hydrostatic skeleton to
be able to make whole-body movements; Kristan et al., 2000.)

The S cell has many properties consistent with a role for it in the prepara-
tory network: it responds to touch anywhere on the body (Mistick, 1974); it is
unpaired, but its axon runs the full length of the nervous system (Bagnoli,
Brunelli, & Magni, 1975); it makes strong electrical junctions with motor
neurons in every segmental ganglion (Gardner-Medwin, Jansen, Taxt, 1973;
Magni & Pellegrino, 1978); despite the motor neuron connection, its activ-
ity does not cause significant muscle tension, but does make the behavioral
responses faster and stronger (Shaw & Kristan, 1999); and it is required for
plasticity in the shortening response (Sahley et al., 1994). Based on these
properties, we hypothesized that the S cell activated the remaining neurons
in the preparatory network. Using imaging, we were able to identify many
preparatory neurons and then verified that the S cell is functionally coupled
to the AP cell and other preparatory neurons (155, 153) using computation-
ally guided electrophysiology (see Figure 10).

Thus, the preparatory network of the leech functions to ready the animal
for movements by bringing both motor neurons and interneurons closer
to their firing threshold, getting the system ready for the more precise
and complex movements that occur when the pattern generators for other
behaviors become active. This function is similar to an interaction between
the postural and limb control systems: postural systems are activated well
before arm or leg movements begin so that the animal’s balance is not
upset by movements of the arms and legs (Massion, Alexandrov, & Frolov,
2004; Cardo & Gurfinkel, 2004). Similar sorts of early, broad activation of
sensory systems is seen, too, in response to alerting or warning stimuli,
to change the gain of the responses—either up or down—to subsequent
stimuli (Weinbach & Henik, 2014). Hence, preparatory activity before the
initiation of a directed behavior appears to be a common processing element
of many nervous systems.
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Appendix: Table of Defined Terms

Definitions

Rich medium-dimensional
feature space

A feature space that carries a lot of information with few
dimensions

One-hot A high-dimensional vector with zero values at every
index except one

Curse of dimensionality To obtain a statistically sound and reliable result, the
amount of data needed to support the result grows
exponentially with the dimensionality

Trial A single VSD recording of an individual behavior
Experiment or animal The set of all VSD recordings in an individual animal
Source The time series that extends through all trials extracted by

PCA or ICA
Trace The activity of a neuron during a single trial of a behavior
Map The spatial map indicating the location of a component

extracted by PCA or ICA
Neurons An independent component visually verified as a neuron

based on inspecting its map and source
Artifacts An independent component visually rejected as a neuron
Canonical Identified features, neurons or networks that are

consistent across animals
VSD Voltage-sensitive dye
GUI Graphical user interface
ROI Region of interest
PCA Principal components analysis
ICA Independent component analysis
ctICA Concatenated-trial indpendent components analysis
ICM Imaging computational microscope
DP Nerve Dorsal-posterior nerve that is recorded extracellularly
WCM Weighted correspondence minimization
EPSP Excitatory postsynaptic potential
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