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You have been championing Al ethics for a while. Tell us why corporations,
governments and societies should care about Al ethics.
What worries you so much?
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1
00:00:00,009 --> 00:00:03,176
(Question)

4
00:00:19,440 --> 00:00:20,860
- So corporations, governments,
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5
00:00:20,860 --> 00:00:23,080
and societies should care about Al ethics
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6

00:00:23,080 --> 00:00:27,100
and more generally the
responsible development

Bz R(EA

7
00:00:27,100 --> 00:00:29,630
and fielding of Al technologies.
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8

00:00:29,630 --> 00:00:33,750
Technology and its uses have
really been defining features

BAREERSLR EERENT

9
00:00:33,750 --> 00:00:35,820
of our civilization as humans

HAIASSRISZRAF I

10

00:00:35,820 --> 00:00:39,790
from stones, to fire,

to steam, to electricity

Mask X ZSEIRET

11

00:00:39,790 --> 00:00:43,860
we've created and refined
technologies over the centuries.
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12
00:00:43,860 --> 00:00:46,410
And these technologies end up shaping us.
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13
00:00:46,410 --> 00:00:48,860
They influence who it is that we are
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14
00:00:48,860 --> 00:00:51,020
including our daily lives,
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15

00:00:51,020 --> 00:00:56,020
our values, our work, and the
overall quality of our lives.

FAIRINMEN BAINTAF LARFNEZNIREARRE

16
00:00:56,190 --> 00:00:58,700
The technology itself is neutral

BARERHIAY

17

00:00:58,700 --> 00:01:01,460
but we can harness
technologies in so many ways.

BRI LERS S ER B

18
00:01:01,460 --> 00:01:03,120
Some are valuable to society

BERAHEBINME

19

00:01:03,990 --> 00:01:08,280
and some are unfortunately
costly and destructive.

AERR EERNIEICHESRRNFEERIAME

20

00:01:08,280 --> 00:01:12,460
So decisions about how and
if we harness technology

FTAR T HATAMAILAR BB LAARRETG T

21

00:01:12,460 --> 00:01:16,230
in various ways, touch on
questions of values and ethics,
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22
00:01:16,230 --> 00:01:18,153
especially when there are trade-offs.

HREFENENERIBR T

23
00:01:19,060 --> 00:01:20,880
We're really at an inflection point
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24
00:01:20,880 --> 00:01:24,170
in the development and application

ERAIFRZ ALY

25

00:01:24,170 --> 00:01:28,430
of a constellation of
technologies we refer to as Al.

—RYBARRFAF IR TS E

26
00:01:28,430 --> 00:01:31,500
And the upswing in Al is really fueled

o Al BOUEESSCRR_E

27

00:01:31,500 --> 00:01:34,770
by data, computation,
advances in algorithms

BETHE 18 ss23I8E

28
00:01:34,770 --> 00:01:36,270
for machine learning,
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29

00:01:36,270 --> 00:01:39,160
and perception, and planning,
and natural language.
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30

00:01:39,160 --> 00:01:43,080
And these advances promise
really incredible value to people

XA AT T ELIEERINE

31

00:01:43,080 --> 00:01:46,740
in society, but with the
successes are coming concerns

(EEREERIIMRAYZ AN

32
00:01:46,740 --> 00:01:48,780
and challenges, some quite new

Mkl Heph—L

33
00:01:49,680 --> 00:01:51,110
based on the potential effects

BETIXERAN

34

00:01:51,110 --> 00:01:55,170
that these technologies

can have on people's lives.
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35
00:01:55,170 --> 00:01:56,720
These concerns include safety



XL

36
00:01:56,720 --> 00:01:59,593
and trustworthiness of Al systems.

Al RGZ 2 MNnEE

37

00:02:00,500 --> 00:02:03,690
They also touch on

fairness and transparency

EAES R Al RFRIIAFH

38
00:02:03,690 --> 00:02:04,883
of the Al systems.

FIERE

39

00:02:06,650 --> 00:02:09,560
Many intentional as well

as inadvertent influences

VP B RETERAY Al B

40
00:02:09,560 --> 00:02:12,563
once it is fielded in the open world.

RS REFREIH R RS

41
00:02:13,450 --> 00:02:15,180
One way | think about this is that



HILEER

42
00:02:15,180 --> 00:02:16,990
with the constellation of technologies

BEEBAIRRZ9 Al EY

43

00:02:16,990 --> 00:02:21,790
we call Al, we're coming to a
situation where automation is

—RIIBRAREIR FANSHEIEXFE—FPER: Bt

44

00:02:21,790 --> 00:02:26,220
for the first time edging
deeply into the realm

FBIRRNBX AT

45

00:02:26,220 --> 00:02:31,220
of human intellect, edging
into the world of capabilities

BEATHNEIT R BA THAZE

46

00:02:31,460 --> 00:02:36,460
that in the past, we would
expect humans to be doing

REAXFEBRIBENRIHR

47

00:02:37,070 --> 00:02:40,170
and solely the providence

of humans, perception,

MABARTEBIIER B

48



00:02:40,170 --> 00:02:42,360
reasoning, and understanding.

HEFRRNIEAZ

49
00:02:42,360 --> 00:02:44,730
So as Al is coming into these advisory

FRLAZ Al Fiain EApL &

50
00:02:44,730 --> 00:02:47,143
and automated decision-making roles,

ENFIEIRRAEI B BRI

51

00:02:49,180 --> 00:02:51,900
with interest and enthusiasm

of harnessing them in new ways

HAIRIRELAFRI A TR R EN £ T KBRS

52
00:02:51,900 --> 00:02:54,780
for new accuracies and efficiencies,

E R LASCELAT YR IEAIRIER

53
00:02:54,780 --> 00:02:56,370
we have to consider the rough edges.

el I e FE R ERYSS AR

54
00:02:56,370 --> 00:02:58,783
These bring up ethical issues.

X5 | T EE A ERY A

55
00:02:59,620 --> 00:03:02,780
We need to have discussions



and to carefully reflect
FIFEHTITIE IANBERE

56

00:03:02,780 --> 00:03:07,780
about best practices and
when necessary regulations.

RIESLEL A BRI AN

57

00:03:07,940 --> 00:03:11,030
Some of my key concerns,
my key worries include

HAEERME RNEEEROEE

58
00:03:12,060 --> 00:03:13,960
whether these systems will be applied

XERFEER
59

00:03:13,960 --> 00:03:17,680
in a fair way and an unbiased way versus

ARSI Fm A5 U A

60

00:03:17,680 --> 00:03:21,640
in a way that will amplify
existing biases in our society,

AU XAt ERRINAI S KN A

61
00:03:21,640 --> 00:03:24,430
the same society that provides the data.

IERRFINX MR T RIarIEERE

62
00:03:24,430 --> 00:03:27,790



Data fueled classifiers are being used

HURIKENRI D RIEEWR AT

63
00:03:27,790 --> 00:03:30,210
to guide high stakes decisions

IESEXERER

64

00:03:30,210 --> 00:03:33,990
in healthcare, criminal
justice, and other areas.

IEETTRE MISSEAFIE theui

65
00:03:33,990 --> 00:03:35,970
And these biases can be buried quite deep

XL RE R RESBORIEIE

66

00:03:35,970 --> 00:03:40,050

in the datasets leading to

unfair and inaccurate inferences.

RS SEAR A ERRTHES

67

00:03:40,050 --> 00:03:44,040
Other concerns include legal
issues regarding decisions made

Hittf B S iE AR EERIE-

68
00:03:44,040 --> 00:03:46,710
by autonomous systems versus people

FBNRSMAEASRETHAY

69
00:03:46,710 --> 00:03:50,080



in terms of the goals and
the trade-offs they consider.

EEEBRUREXEE ZEREVRE

69

00:03:50,080 --> 00:03:52,180
There are definitely
challenges with the reliability

Al RERTSEEf IR 2

70

00:03:52,180 --> 00:03:54,480
and safety of Al systems,
especially when they're used

BEFER FRIRIC(IRAT

71
00:03:54,480 --> 00:03:57,623
in high stakes areas like medicine.

EELDEFE XGRS

72

00:03:59,360 --> 00:04:03,250
Other interesting challenges
include how people work

HitrEErOP SRS E A ITIE

73
00:04:03,250 --> 00:04:05,750
or interact with Al systems,

HES Al RAERE

74

00:04:05,750 --> 00:04:10,200
including whether or not
people understand what it is

BRMIREERRMTA



75
00:04:11,040 --> 00:04:12,790
that led Al systems

S5 Al K%

76

00:04:12,790 --> 00:04:17,550
to make particular conclusions
or recommendations.

HERFEREICERRIN

77
00:04:17,550 --> 00:04:21,470
On the economic side, there's a potential

ERSTHE B8

78
00:04:21,470 --> 00:04:24,900
to displace workers from jobs

ETARI

79

00:04:24,900 --> 00:04:29,140
and to amplify inequities and
wealth throughout the world.

I ReEHRNAFSNRAEER

80
00:04:29,140 --> 00:04:30,990
And there are rising concerns

BIRZAYEMN

81

00:04:30,990 --> 00:04:35,300
and discussions in other areas
as well beyond economics.
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82

00:04:35,300 --> 00:04:38,810
For example, a critical discussion
topic is the potential threats

Blan — N EERTIE RN

83

00:04:38,810 --> 00:04:42,000
to civil liberties that

new forms of surveillance

I TERTRERS S R B HRIE AT

84
00:04:42,000 --> 00:04:43,853
could power.
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85
00:04:45,430 --> 00:04:47,870
Other questions that are coming up include

R BIMAIEbABE B %

86
00:04:47,870 --> 00:04:51,700
the role of Al and military applications,

AIBBREEFERESEINA

87
00:04:51,700 --> 00:04:53,740
both in peace time and war.



TR Rk FATER

88
00:04:53,740 --> 00:04:57,350
For example, with all the interest

plan REBRSHIAE

89

00:04:57,350 --> 00:05:02,110
on what Al might bring into
the world of defense,

TEAILSE RS S RAIRL AR 75 TH

90

00:05:02,110 --> 00:05:05,060
Al technologies could
actually be de-stabilizing

(BAFRASERR E AP RARE

91

00:05:05,060 --> 00:05:08,700
by introducing more
complexity and uncertainty,

REFRESHIS R REN

92
00:05:08,700 --> 00:05:10,680
especially when Al systems

HEHEIZAERIAIRS

93

00:05:10,680 --> 00:05:14,530
on multiple sides interact

in unexpected ways

LISIBARRIR SRR E

94
00:05:14,530 --> 00:05:18,380



leading to poor outcomes,
such as unwanted escalations.

MNMEHARER WABERSETH

95

00:05:18,380 --> 00:05:21,940
And there are also deep concerns
with machines being used
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96

00:05:21,940 --> 00:05:24,653
in military settings to

make automated decisions.

EFESEERPHITEIMARR

97
00:05:25,860 --> 00:05:30,560
So given the rise and the applicability

ATLAE [EEX LE58 KRY

98
00:05:30,560 --> 00:05:32,070
of these powerful Al technologies,

AISARBEREFIRF

99

00:05:32,070 --> 00:05:34,570
it's going to be important

to have discussions

BENREE

100
00:05:34,570 --> 00:05:37,930
with academia and also across corporations

S5FEAR RIMREHRSAHR

101



00:05:37,930 --> 00:05:40,635
and civil society organizations
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102

00:05:40,635 --> 00:05:44,500
to bring people together to
understand these problems

IEAMNRE—RE T X LR

103
00:05:44,500 --> 00:05:47,450
and to share in each other's expertise.

FOERIAIEWHTR

104
00:05:47,450 --> 00:05:48,283
It's also going to be important

FEFEENE

105
00:05:48,283 --> 00:05:50,370
for government agencies to explore

BRI TIRER

106

00:05:50,370 --> 00:05:53,150
and for multiple governments
across the world to coordinate

RSB TIE S

107

00:05:53,150 --> 00:05:57,640
on principles, and best
practices, and norms.

HIERN SRIESLEAINE

108



00:05:57,640 --> 00:05:59,550
We can do a lot more
than we're doing today.

AL EES 1SS

109

00:05:59,550 --> 00:06:03,030
And so, there are great
opportunities ahead

Bl IHEIEEEXRITESHREIRER

110
00:06:03,030 --> 00:06:05,280
for getting together on these technologies

PEEIXLRA

110

00:06:05,280 --> 00:06:07,883
as they edge into the

realm of human intellect.

BEAMEANSSE ST

Can you tell us more about the Partnership on Al?

How can Chinese companies get more involved in the organization?
ICREBVEMENB—T Al (KEFINE?

FRE2BMAZ gEESES 5iX—ERA?

111

00:06:17,440 --> 00:06:20,900
The partnership on Al is

a nonprofit organization

AR — P AFERIERR

112
00:06:20,900 --> 00:06:24,010
that was formed four years ago.
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113
00:06:24,010 --> 00:06:27,070
The idea was to build an open platform

HAIRHREZBE I — MRS

114

00:06:27,070 --> 00:06:31,360
for doing studies, developing
and sharing best practices,

KHTHIR KEFMDERIESLE

115
00:06:31,360 --> 00:06:33,270
bringing together the best ideas

ICEXTFAIFIAM

116

00:06:33,270 --> 00:06:36,030
on the influences of Al

and people in society.

PR RIRTFAVRE

117

00:06:36,030 --> 00:06:39,620
Now, the main impetus for
the initiative has been

WE ZIBNRIEENNDR
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00:06:39,620 --> 00:06:44,070
to bring together diverse
stakeholders, researchers

BAERAmERE FAFRAY

119

00:06:44,070 --> 00:06:49,070
in academia, business
leaders, policy makers,



HRAR Bl BEREIEE

120
00:06:49,660 --> 00:06:52,910
and others to get together

MEMBARE—IE

121

00:06:52,910 --> 00:06:56,550
and come to the same page
on these challenging issues.

EAPLLE PRV _EiXpEER

122
00:06:56,550 --> 00:06:58,790
The partnership was initially founded

XAMKFEERRYZEH

123
00:06:58,790 --> 00:07:01,280
by concerned Al scientists
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124

00:07:01,280 --> 00:07:03,580
from some of the world's
largest Al companies.

BEAMAIABIRAIRIZSREIZIHY

125
00:07:04,640 --> 00:07:07,880
Back in 2015 or so, Al scientists,

BIE2015F G AIREER

126
00:07:07,880 --> 00:07:10,240
including myself, got together,
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127
00:07:10,240 --> 00:07:13,190
and we shepherded our companies,

KRS SHAINAT]

128
00:07:13,190 --> 00:07:14,980
and these include the founding companies,

Hp iRt as

129
00:07:14,980 --> 00:07:19,210
Microsoft, Apple, Amazon, Facebook, Google

AR 3R WO Facebook AER

130
00:07:19,210 --> 00:07:22,140
with DeepMind and IBM to join up

AR DeepMindF1IBM

131
00:07:22,140 --> 00:07:23,760
with non-profit organizations,

IFEFIRRA

132
00:07:23,760 --> 00:07:25,440
and these included academic teams,

Hep&iE= AR

133

00:07:25,440 --> 00:07:29,330
civil society groups like

the ACLU, and nonprofit Al

NERASER INEELRBERERE
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00:07:29,330 --> 00:07:33,283
research teams like OpenAl
and the Allen Al Institute.

FAEEFIAIAIRHZEIBA 2N0penAIFI(CAIAZRETSE

135

00:07:34,800 --> 00:07:37,010
The partnership is now led

by a board of directors

K HFERIER—MEEFINE

136

00:07:37,010 --> 00:07:40,810
that's balanced between
for-profit and non-profit.

MAFEFIEZ BRI FEINERSRS

137

00:07:40,810 --> 00:07:44,700
There are over a hundred
member organizations involved.

B—BEZTHREARS5HF

138

00:07:44,700 --> 00:07:48,520
You can read more about the
membership and the group

IRETLAEE Al Dk RIBRE S X TR

139
00:07:48,520 --> 00:07:51,823
at partnership on Al-- one word -- dot org.

FNEEEEM MIEE oneword.org

140
00:07:53,220 --> 00:07:56,680
It's great to have this group together.
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141

00:07:56,680 --> 00:08:00,360
Baidu was the first Chinese
company to join the partnership.

HEEE—MINAEK AR EAT

142

00:08:00,360 --> 00:08:02,250
Chinese companies can get
involved by reaching out

FRE I ATLAEIT 2 M u5HY

143
00:08:02,250 --> 00:08:05,730
through the membership link on that site.

SREERSSHT

144

00:08:05,730 --> 00:08:08,490
You can go to that site too,

to read more about the tenets

{RBATLAZLBR MR, R Z KT RRAY

145
00:08:08,490 --> 00:08:10,930
or basic principles, starting with

EXFEN B552

146

00:08:10,930 --> 00:08:15,300
the first basic founding
tenant of the organization.
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147
00:08:15,300 --> 00:08:18,810
We seek to ensure that Al



technologies benefit and empower

BAIB D THRAF AR S EMHEE

148
00:08:18,810 --> 00:08:21,210
as many people as possible.

RATREZRIA
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00:08:21,210 --> 00:08:24,070
On the site, you can also

see high quality reports

ERus £ (RIEATLABREISRERTRS

150
00:08:24,070 --> 00:08:27,500
on criminal justice, facial recognition,

BEMNESNE EmEkiRsl

151

00:08:27,500 --> 00:08:30,390
--the use of risk scores

in criminal justice--

ERSEEEPERNXETD

152
00:08:30,390 --> 00:08:32,310
as well as some interesting technical work

SRR M XA — LB ERY

153
00:08:32,310 --> 00:08:34,040
across the community, like coming up
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154
00:08:34,040 --> 00:08:37,803
with shared standards for documentation,
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155

00:08:39,080 --> 00:08:42,620
documenting the data, the
model, and its accuracy,

ICREUE ERN EEY

156
00:08:42,620 --> 00:08:44,540
and performance, the maintenance needs

FMIMERE LAREN

157

00:08:44,540 --> 00:08:48,053
across the whole machine
learning lifecycle.
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158

00:08:49,190 --> 00:08:50,690
And so, looking ahead,

we'll be continuing to work

B RS BTGk

159
00:08:50,690 --> 00:08:52,810
on these key pillars and it'd be great

XL PR T

160
00:08:52,810 --> 00:08:54,360
to have more people involved

ITESHASSHER
161

00:08:54,360 --> 00:08:57,561
and more organizations



involved in the partnership.

ILEZRBRNRAKEFE—TS

You have been leading the Aether committee in Microsoft, overseeing the Al ethics
work across the company. What lessons have you learned in the past few years that
you may share with us?

(F—EEHWSHIRE Aether ZERE, INEEBANQEM A CIETIE, EIXHINLEFR, &
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162
00:08:57,561 --> 00:09:00,811
(Question)

163
00:09:07,860 --> 00:09:12,830
It's been a journey working to set up

TR

164

00:09:12,830 --> 00:09:16,900
and to lead the Aether
Committee at Microsoft.

M SAether \ TERECIHEREZERRE—RIEKAIHIE

165
00:09:16,900 --> 00:09:19,350
Aether stands for

Aether{t3&

166

00:09:19,350 --> 00:09:24,110
Al Ethics and Effects in
Engineering and Research.

Al Ethics and Effects in Engineering and Research (ATEgECIEBEEREETESHAR
RIS )

167
00:09:24,110 --> 00:09:26,150



| collaborated with Brad Smith and Harry Shum
PRl FeSTnhrfE SREHERFIICE:F

168
00:09:26,150 --> 00:09:28,030
to set up the Aether committee

HEEM TEREZERS

169
00:09:28,030 --> 00:09:30,870
and its working groups four years ago.

RET{RINA

170

00:09:30,870 --> 00:09:33,610
The purpose of Aether is to
work across all of Microsoft

AetherfFRER SHMIXERRT

171

00:09:33,610 --> 00:09:38,610
and with its partners on
rising questions, challenges,

HEEGRKE—E HRNMXIEAFIBRIAR

172

00:09:38,620 --> 00:09:41,360
and opportunities ahead
with the development

FAFIN R ES

173

00:09:41,360 --> 00:09:44,760
and fielding of Al and

related technologies.

ABrHINAOERER HhdAnHLIE
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00:09:44,760 --> 00:09:49,760
The group considers potential
rough edges, concerns,

122/ \BE BB TERITRFEFIEIT

175
00:09:49,860 --> 00:09:51,930
and policy coming to the fore

AN BEEFHERI T A

176
00:09:51,930 --> 00:09:54,970
with new kinds of tools, applications,

SO PR AR TP A OB

177
00:09:54,970 --> 00:09:56,530
and thinks through best practices

FRELTIRY

178
00:09:56,530 --> 00:09:58,263
and policies for the company.

ER{ESCRANBIR

179

00:09:59,160 --> 00:10:03,960
It's interesting because

it's a company-wide process

XREHE RAXEEATHEEIE

180
00:10:03,960 --> 00:10:05,780

and committee that works
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181
00:10:05,780 --> 00:10:10,460



with corporate divisions as well as

SYNT==lIYYS

182

00:10:10,460 --> 00:10:14,060

with the leadership of the

company on company-wide policies.

TSR A TR

183

00:10:14,060 --> 00:10:17,980
There's a main committee and
then a set of working groups

TR NEEERS Ra—ETIFNE

184
00:10:17,980 --> 00:10:19,690
that are cauldrons of creativity

EMNREEERRNERR

185
00:10:19,690 --> 00:10:24,170
as to thinking through specific topics.

BIE MRS

186
00:10:24,170 --> 00:10:25,810
There are six working groups now

WEFANITIENE

187

00:10:25,810 --> 00:10:29,350
and they cover what we call
Microsoft's Al principles.
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188
00:10:29,350 --> 00:10:31,500



And these include privacy,

HepaiEkswA

189
00:10:31,500 --> 00:10:34,750
and security, fairness and inclusiveness,

z2 AT 8%

190
00:10:34,750 --> 00:10:38,040
transparency, reliability and safety,

ERE JEtNTet

191
00:10:38,040 --> 00:10:40,760
and others such as Human Al Collaboration

AR AZESAIRIYE (Human Al Collaboration)

192
00:10:40,760 --> 00:10:43,020
and a sensitive uses panel.

MUK )R/ \E

193
00:10:43,020 --> 00:10:44,410
The sensitive uses panel actually

Rk NBLRR

194
00:10:44,410 --> 00:10:47,440
is a cross-company panel that deliberates

B MNEATSEER IR N

195

00:10:47,440 --> 00:10:49,800
on specific technologies
coming to the fore

EI TS IEEHMANTFER AR



196

00:10:49,800 --> 00:10:54,800
and questions on ethics,
especially for high stakes areas.

REG|RREEAR 455 RES X

197

00:10:55,300 --> 00:10:57,500
And that committee has
made recommendations

1% ZE RS R AARAY

198
00:10:57,500 --> 00:10:59,770
to Microsoft's leadership team

ASEINRE T

199

00:10:59,770 --> 00:11:03,400
on policies moving forward
for how technologies are used

AT A {E A I =R ARIBERE Y

200

00:11:03,400 --> 00:11:06,223
and shared whether they
should be gated or not,

EIERERA R T IS EE

201
00:11:07,080 --> 00:11:09,310
protected from general use, for example,

BrLEEf AR FIan

202
00:11:09,310 --> 00:11:13,223
given the prospect that they



could be used in costly ways.

NEIRESEREBMITREIERNARESE

203

00:11:14,390 --> 00:11:19,364
I've learned several

lessons over the years

XL SRR TR S Aether

204

00:11:19,364 --> 00:11:23,190
with building Aether

and leading the effort.

SRS HZER T LZI0H0)|

205

00:11:23,190 --> 00:11:26,750
The first is that it takes

many teams coming together

Bt ERRRSENAEE—E

206

00:11:26,750 --> 00:11:30,750
to make an effective,
responsible Al program

ZREBIFRR MEERIARER

207
00:11:30,750 --> 00:11:32,940
at an organization like Microsoft,

TERMERIX AR

208
00:11:32,940 --> 00:11:34,540
given the breadth of the company

EEERA TR

209



00:11:35,590 --> 00:11:39,130
and the span of its products and services

= RS

210
00:11:39,130 --> 00:11:40,363
and its businesses.

M SSHITE

211
00:11:41,240 --> 00:11:43,480
Second, I've learned it's important

HR THERT

212

00:11:43,480 --> 00:11:47,330
really to have the top
leadership, right up to the CEQ,

ReEASHNEEN —BHRERATE

213

00:11:47,330 --> 00:11:51,040
in our case, Satya

Nadella, being enthusiastic

EEanBA IRIR=FE L 48T

214
00:11:51,040 --> 00:11:53,133
and supportive, to have our backs.

fbRBith = SIS

215

00:11:54,280 --> 00:11:57,670
Third, I've learned that

it can be quite difficult

F= HFR, 5 EHENR

216



00:11:57,670 --> 00:12:02,670
to go from the ongoing flurry of ideas

BRI AR IR S EE

217

00:12:05,760 --> 00:12:10,760
about ethics in Al into
concrete fielded policies

M Al REYCIEIE R A BRI ATIEER

218
00:12:10,760 --> 00:12:15,320
and technologies, making it a reality.

MR FHEZB/IBISE

219

00:12:15,320 --> 00:12:19,470
And this includes work

on taking nascent ideas

X EIERAIFAHRAVEE

220

00:12:19,470 --> 00:12:23,650
and translating them into
real-world products and services,

FHEEEAL B SCH SRR RFNARSS

221

00:12:23,650 --> 00:12:26,860
Including: work on
governance, taking prototypes

SERESENTE B7REER

222

00:12:26,860 --> 00:12:30,893
making them hardened for
actual corporate use.

EEfJENEE LAETSERryElER



223

00:12:32,090 --> 00:12:33,490
You can learn more about
some of the efforts

{RETLATERR A JAIRGuS_E

224

00:12:33,490 --> 00:12:37,780
that we've done and some of
the successes on our websites,

TR R T RSB D LAR BUSHIFILE B

225

00:12:37,780 --> 00:12:42,420
including the sites that
GitHub and microsoft.com.

BIEGitHubfOmicrosoft.com

226

00:12:42,420 --> 00:12:46,400
On GitHub, | recommend people
take a look at InterpretML,

EGitHub_E FEINAZKEE InterpretML

227
00:12:46,400 --> 00:12:49,340
a site with code and examples

AR AT HEEER

228
00:12:49,340 --> 00:12:52,130
on building more transparent Al.

AIRIAEBFIAIRY P

229
00:12:52,130 --> 00:12:55,530
Also, Fairlearn, a tool



&8 Fairlearn {ES9

230

00:12:55,530 --> 00:12:59,170
and examples for how to
understand biases and fairness

SHEEEAEAI N FIRE R PRIEHE SR PRY

231
00:12:59,170 --> 00:13:02,040
in our data sets in Al applications.

R AT TR SEA

232

00:13:02,040 --> 00:13:04,560
You can learn more about
Aether more broadly

{ReJLARRT 2t T fiFAether

233

00:13:04,560 --> 00:13:07,870
by searching on our
approach to responsible Al

B R MRERRERIA TSRS EREAITTA

234
00:13:07,870 --> 00:13:10,010
at Microsoft and read about the principles

FHERAVGFAEE

235
00:13:10,010 --> 00:13:11,760
and some of the ways we reduced

B J9SCERT

236
00:13:11,760 --> 00:13:15,250
nascent ideas into practices.



FmETERYREN

237

00:13:15,250 --> 00:13:17,900
Just to end on a few other
lessons that I've learned,

REHLTEFEIRIZ)

238

00:13:19,200 --> 00:13:22,060
it's clear to me that
leadership must be ongoing.

HIRBRE WMSNUIMEFFER

239

00:13:22,060 --> 00:13:25,180
You can't just start

something and have it pop

Fia— =, FeEhziEe

240

00:13:25,180 --> 00:13:28,960
or just spontaneously
combust across the company.

HIECREERB N AETBERER

241

00:13:28,960 --> 00:13:33,283
Leadership involvement must
be consistent and continual.

NS ERS SRR AN — RFEL AT

242
00:13:34,320 --> 00:13:35,930
It's also never too late to start.

RIMEIEF IR B KITA S KR

243



00:13:35,930 --> 00:13:38,243
| wish we founded Aether earlier.

HARERAERME Aether

244

00:13:40,380 --> 00:13:42,760
And finally, let me say

that I'm really proud

&a, FEREERRER

245
00:13:42,760 --> 00:13:45,900
to see how far we've gotten

ERRAMEX 2GRS EE

246

00:13:45,900 --> 00:13:48,630

in so short a time, how Aether has grown.
BUS TVrE s

EZ| Aether TEZAMAIALIKAY

247

00:13:48,630 --> 00:13:51,084
We've created other
organizations to support

A NI BIE T Bt fERY

248
00:13:51,084 --> 00:13:53,143
the effort as well.

FFFXETAE
249

00:13:54,830 --> 00:13:56,130
[Pause] | want to extend my thanks

RS

250



00:13:56,130 --> 00:13:58,020
to Harry and to the organizing committee

LEFNEES

251
00:13:58,020 --> 00:14:01,550
for bringing this great workshop together.

GG 158570 T IOR T RIS

252

00:14:01,550 --> 00:14:03,350
It looks like there are

great topics being discussed.

BRFERFRIEREITIC

253

00:14:03,350 --> 00:14:07,690
There's so much to do, and
it's best to work together,

BRISIEAS
E—R TIFRR T A

254

00:14:07,690 --> 00:14:12,090
whether we're separated by
oceans, by organizations,

FEBRNBTREF
EEREAREE

255
00:14:12,090 --> 00:14:13,470
or by governments.

B ER B A RIRIBUT

256
00:14:13,470 --> 00:14:14,528
Thanks very much.



JEE B

257
00:14:14,528 --> 00:14:17,695
(gentle upbeat music)



